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This study investigates the use of Large Language Models in inflation
expectation formation by giving them text data from the Federal Open
Market Committee. Also, by employing a novel experimental design,
this research integrates generative AI with economic analysis to ex-
plore how different types of information treatments influence LLMs’ re-
sponses. Using six different type of knowledge source it appears that
there is an impact of the type of the retrieval each agent does. The vari-
ation in the one that has irrelevant document is higher than those that
have access to related document. Also, similar to human subject the in-
formation treatment regarding mortgage rate has the highest impact on
updating prior inflation expectations.
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I. Introduction

The use of Generative Artificial Intelligence (GAI), particularly with Large
Language Models (LLMs) like ChatGPT, signals a shift in the landscape of eco-
nomic research. These models have the potential to assist in a range of tasks,
including idea generation, feedback, data analysis, writing, programming, and
mathematical calculations (Korinek, 2023). As we begin to integrate LLMs into
economics, it has become clear that their impact extends beyond only supporting
various tasks; they can enhance the methodologies used in economic research,
suggesting new approaches for economists to conduct studies and develop in-
sights.

It goes without saying that people have very different views about how pow-
erful LLMs are. Some view them as an advanced autocomplete feature, em-
phasizing their limitations and questioning their potential impact. Others see
them as nearing Artificial General Intelligence (AGI), focusing on their capabil-
ities and potential for complex tasks. This dichotomy shows the need for more
comprehensive understanding of their behaviors and cognitive processes. The
way LLMs think and operate differs from human, and conducting experiments
with AI agents or surveying these agents could offer a novel method to bridge
these perspectives. By deploying LLMs in structured surveys, particularly in
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economic research, we can obtain a more clear, empirical understanding of their
strengths and limitations.

Additionally, the study of Large Language Models is crucial not only for their
potential applications but also for the insights they can provide into human cog-
nition and decision-making. LLMs are designed to process and generate natural
language in a manner that closely mimics human language. By understand-
ing how these models interpret information and reach conclusions, we can gain
valuable insights. This understanding could potentially help us better under-
stand how humans make decisions, form opinions, and respond to information
in various contexts. Moreover, by comparing the performance of LLMs with
human subjects in experiments, we can identify the strengths and limitations
of these models and assess their potential to augment or even replace human
decision-making in certain domains.

In the landscape of generative AI and economics, this paper presents an ex-
ploration into the intersection of Large Language Models and inflation expecta-
tions surveys. The primary goal of this research is twofold: first, to delve into
the decision-making processes of LLMs, particularly in the area of inflation ex-
pectation formation, and second, to assess the influence of different knowledge
domains and information treatments on their responses.

To achieve these objectives, I introduce a new experimental design that in-
volves custom-built LLMs on a GPT1 model, specifically with access to data from
the Federal Open Market Committee (FOMC). I will use different text corpora for
the retrieval capability of these custom GPTs. This paper not only contributes to
the growing body of literature on AI and economics but also offers practical in-
sights into the future of AI-assisted economic forecasting and its potential impact
on policy-making and individual financial decisions.

II. Literature Review

Recent developments in the field of Generative Artificial Intelligence, espe-
cially in the context of Large Language Models, have showed a significant turn-
ing point in economics, introducing innovative tools for research. This paper in-
tersects two main strands of literature: the experimental study of AI agents and
large language models in economics, and the formation of inflation expectations.
While there exist studies that attempt to connect these two domains (Faria-e Cas-
tro and Leibovici, 2023; Bybee, 2023), this paper goes deeper by delving more
into the decision-making processes of large language models, and assessing the
impact of information on AI agents in an experimental setup.

A. Economics and LLMs

The introduction of large language models, such as ChatGPT, has significantly
impacted various sectors, including the field of economics research. Recent stud-
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ies have showed the potential of LLMs in simulating complex economic scenar-
ios and decision-making processes (Akata et al., 2023; Heydari and Lorè, 2023).
Additionally, there is growing interest in understanding the broader implica-
tions of generative AI on economics research (Charness, Jabarian and List, 2023;
Korinek, 2023).

For instance, Horton (2023) delves into how large language models can func-
tion as simulated economic agents, drawing parallels to the concept of ’homo eco-
nomicus’ in economic theories. These LLMs, equipped with specific preferences,
information, and endowments, are tested in a variety of scenarios to examine
their behavior. Inspired by classic economic studies, these experiments have re-
vealed that LLMs can imitate human-like behaviors, producing results that are
qualitatively similar to those of human subjects. In a related study, Brookins
and DeBacker (2023) explores the tendencies of GPT-3.5, towards fairness and
cooperation. This research engages GPT model in classic games like the dictator
game and the prisoner’s dilemma, finding that the AI often chooses strategies
that prioritize fairness over optimal outcomes, displaying human-like behavior.

Another aspect of AI research focuses on its potential as an equalizer in society.
However, varying adaptation rates among different groups seem to prevent this
potential. Haslberger, Gingrich and Bhatia (2023) conducted a study examining
the impact of ChatGPT on worker productivity and inequality within a represen-
tative segment of the UK’s working-age population. The findings suggest that
while ChatGPT can enhance productivity, especially in complex tasks, its impact
on reducing performance inequality is limited to within occupational groups.
The study also indicates that ChatGPT does not significantly alter educational
or occupational inequalities and might even create age-based disparities.

Furthermore, the effects of AI on workforce productivity and team dynamics
have got attention. Dell’Acqua et al. (2023) conducted a lab in the field experi-
ment in collaboration with Boston Consulting Group, investigates the impact of
Large Language Models on the productivity and quality of work in knowledge-
intensive tasks. Involving 758 consultants, the experiment assessed their per-
formance across 18 tasks with varying access to GPT-4. Consultants using AI
showed a notable increase in productivity (12.2% more tasks completed) and
quality (40% higher quality results) for tasks within AI’s capabilities. The study
also observed distinct human-AI integration strategies among consultants: some
acted as ”Centaurs,” effectively dividing tasks between themselves and AI, while
others integrated more deeply with AI, resembling ”Cyborgs” in their approach.

Recent studies also have shown significant advances in the application of LLMs
in the realm of macroeconomics. For example, Li et al. (2023) introduce a frame-
work using large language models to create agents for macroeconomic simu-
lations. These agents are uniquely designed to exhibit human-like decision-
making and adaptability in complex economic scenarios.

Faria-e Castro and Leibovici (2023) explore the proficiency of LLMs in gener-
ating inflation forecasts, showing that these AI tools can outperform traditional
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methods in accuracy and efficiency. They examine the capacity of Google AI’s
PaLM, to produce conditional inflation forecasts during 2019-2023. Comparing
these forecasts with those from the Survey of Professional Forecasters, the study
finds LLM forecasts generally more accurate, with lower mean-squared errors.
Similar to this research, Bybee (2023) presents a novel approach to generating
economic expectations by applying large language models to historical news
data. It shows that this method closely aligns generated expectations with ex-
isting survey measures for different indicators.

B. Inflation Expectation Formation

Inflation expectations play a crucial role in shaping economic behavior and
policy. Understanding how these expectations are formed and modified is im-
portant for both policymakers and economists. This area of study delves into
the psychological and informational aspect on how people and companies un-
derstand and predict future inflation. For instance, Candia, Coibion and Gorod-
nichenko (2020) examine the impact of how economic agents, especially house-
holds and firms, form their expectations and how these expectations influence
their decisions. Their findings suggest that information about inflation can some-
times lead to unintended consequences, depending on how the news is inter-
preted. This aligns with D’Acunto et al. (2021) who show that consumers’ in-
flation expectations are significantly influenced by the prices of frequently pur-
chased grocery items, highlighting the role of personal consumption experiences
in shaping these expectations. Additionally, Coibion et al. (2023) delve into the
effectiveness of forward guidance communication, finding that households’ ex-
pectations are responsive to near-term interest rate information but less so to
longer-term forecasts.

The formation and impact of inflation expectations are further complicated
when considering the perspective of firms. Coibion and Gorodnichenko (2015)
present evidence of considerable diversity in firms’ expectations about inflation
and other macroeconomic conditions. This diversity is attributed to the vary-
ing incentives firms have to collect and process information. Similarly, Coibion,
Gorodnichenko and Ropele (2020) reveal that higher inflation expectations among
firms can lead to significant changes in their pricing, borrowing, and employ-
ment decisions. These findings are somehow the same as Candia, Coibion and
Gorodnichenko (2021), that introduce new insights into U.S. firms’ inflation ex-
pectations, noting their lack of anchoring and the disparity from those of house-
holds and professional forecasters.

Also, relationship between inflation expectations and monetary policy is a cru-
cial area of study. Coibion et al. (2020) assess the potential of using inflation
expectations as a policy tool, highlighting the challenges faced by policymakers
in managing these expectations, particularly in low-inflation environments. The
subjective nature of inflation expectations, as discussed by Weber et al. (2022)
and Weber (2022), points to a consistent upward bias and strong influence from
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prices of specific goods. These findings suggest that central bank communica-
tion strategies need to be carefully crafted to effectively manage public inflation
expectations, considering the diverse ways in which different economic agents
interpret and react to inflation-related information.

As we can see by the review of current literature, the intersection of AI and in-
flation expectation formation presents a promising avenue for future research. In
this domain, my contribution is to expand the understanding of how AI-driven
models can enhance the prediction and analysis of inflation expectations. By
integrating large language models with economic data, my research aims to un-
derstand how these models make their decisions and also how human subjects
react to their decisions.

III. Natural Language Processing and Transformers

Scientists have always been curious about how human language works and
have wanted to understand it better. They have attempted to create machines
that can understand and use language just as humans do. In the 1980s and 1990s,
they focused on basic models and and then more advance models like recurrent
neural networks (RNNs), which predicted the next word in a sentence to find
fundamental grammar and semantics (Schmidhuber, 2022).

FIGURE 1. ILLUSTRATION OF NEURAL NETWORK AND DEEP LEARNING NETWORK

The transition to deep learning created a significant shift in language process-
ing . Unlike simpler neural networks, deep learning models feature multiple
hidden layers2(Figure 1), leading to higher accuracy in tasks. However, the in-
troduction of the Transformer architecture in 2017 was a revolutionary develop-
ment in the field of NLP (Vaswani et al., 2017). Its self-attention mechanism3

significantly enhanced language models, enabling the capture of long-range de-

2Hidden layers in a neural network are layers of mathematical functions each designed to process certain
aspects of the input data. These layers are not directly exposed to the input or output, but they play a crucial
role in helping the network learn complex patterns.

3In transformers, the self-attention mechanism allows the model to analyze different parts of the input
sequence independently and compute attention scores. These scores determine how much focus to put on
other parts of the input when processing a specific part, enabling the model to dynamically prioritize which
information is most relevant during tasks.
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pendencies and the parallelization of computations. Models like BERT4 and
GPT demonstrated the profound capabilities of Transformers in language un-
derstanding, performing tasks such as translation, summarization, sentiment
analysis, and text generation. These models analyze extensive text corpora to
identify patterns, thereby enhancing their language processing abilities. Figure
2 shows the general architecture of a transformer network.

FIGURE 2. A GENERAL ILLUSTRATION OF TRANSFORMERS ARCHITECTURE

For example, GPT models as auto-regressive language models calculate the
probability of a word sequence W = w1, w2, . . . , wn as follows:

(1) P (W ) =
n∏

i=1

P (wi|w1, w2, . . . , wi−1)

These improvements have made it easier for computers to understand and
use human language, making our conversations with them feel more natural.
However, training these advanced computer programs requires a lot of com-
puter power and specific data, which can be limiting. To solve these problems,
there are two main solutions: fine-tuning and retrieval-augmented generation

4Bidirectional Encoder Representations from Transformers



VOL. NO. 7

(RAG). Fine-tuning adjusts a pre-trained program to do a new task better, while
RAG helps the program pull in extra information from outside sources when it
needs to.

A. Retrieval Augmented Generation vs. Fine Tuning

Fine-tuning involves further training the pre-trained language model on a
smaller, task-specific dataset. This allows the model to specialize in a particular
domain or task, using the knowledge acquired during pre-training. Fine-tuning
LLMs for specific topics, like economics, involves adjusting their ’thinking pro-
cess’ and it changes the model’s internal weights to reduce errors in predictions.

(2) min
θ

∑
(x,y)∈Decon

L(f(x; θ), y)

On the other hand, RAG introduces a new approach by dynamically augment-
ing the model’s capabilities with information retrieved from an external knowl-
edge source. During the generation process, relevant information is retrieved
based on the current context and integrated into the model’s decision-making
process. This method not only gives the model’s access to information beyond
its initial training data but also enhances its ability to generate informed and
accurate outputs. The RAG process can be showed as follows (Gao et al., 2023):

p(x|y) =
∑

z∈Retrieve(y)

p(x|y, z) · p(z|y)

where y is the input, x is the output, and z is the retrieved information from
the external knowledge source. This expression shows how RAG combines the
likelihood of generating x given the input y and the retrieved information z,
weighted by the probability of retrieving z given y. As shown in Figure 3, RAG
operates with two prompts instead of one. The first prompt instructs the LLM
on how to retrieve information, while the second prompt is the main question.

TABLE 1—RAG VS FINE-TUNING. BALAGUER ET AL. (2024); GAO ET AL. (2024)

Model RAG Fine-tuning

Cost – input token size Increased Prompt Size Minimal
Cost – output token size Potentially High Precise and Potentially Lower
Initial cost Low – creating embeddings High – fine-tuning
Accuracy Effective Effective
New Knowledge New Domain New skill in domain
Data Processing Minimal Needs high-quality datasets
Interpretability Traceable to sources Often like a black box

In this study, RAG has several advantages over fine-tuning. It allows for the
integration of new knowledge, ensuring that the model’s responses are more
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accurate. Additionally, the ability to trace the source of the retrieved information
enhances the model’s interpretability (Table 1). Also, in many models like GPT-
4, there are a lot of restrictions on AI Hallucinations 5, which prevents the model
from creating a response if it does not have relevant information.

FIGURE 3. AN ILLUSTRATION OF HOW RAG WORKS GAO ET AL. (2023)

B. Approximate Nearest Neighborhood

In the domain of large-scale data retrieval, Approximate Nearest Neighbor
(ANN) is a technique that enables efficient information retrieval by approximat-
ing the closest matches to a query within large datasets. ANN algorithms aim
to minimize the distance between the query point and the data points in the
dataset, according to a specific metric, typically in a high-dimensional space.
ANN is one of the main pillars of a Retrieval-Augmented Generation (RAG)
pipeline when interacting with Large Language Models (LLMs), providing a
mechanism for finding relevant information in handling and processing vast
amounts of data. Generally speaking, every ANN search is captured by the in-
equality (Liu et al., 2004):

min
z∈D

dist(x, z) ≤ dist(x, y) ≤ C ·min
z∈D

dist(x, z),

where x represents the query point, y is the approximate nearest neighbor
found by the algorithm, D is the dataset, dist(·, ·) denotes the distance metric,
and C > 1 is the approximation factor.

Several algorithm and libraries are available that facilitate Approximate Near-
est Neighbor (ANN) searches, each with different features. Here are the one that
I used in this part:

5AI hallucinations occur when a model generates output that is uncorrelated with or unsupported by its
training data or input, leading to inaccurate or wrong responses.
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- ANNOY (Approximate Nearest Neighbors Oh Yeah): This library em-
ploys trees constructed from random projections of data points to facilitate
fast searches, enhancing the speed of data retrieval.

- FAISS (Facebook AI Similarity Search): Developed by Facebook AI Re-
search, FAISS uses quantization techniques and GPU acceleration to effi-
ciently perform similarity search and clustering of dense vectors.

- HSNW (Hierarchical Navigable Small World): HSNW constructs a graph
that leverages the small-world structure inherent in high-dimensional data
to ensure faster search times.

In the context of this research, the default RAG pipeline provided by OpenAI
is used, which utilizes its own model for determining relevant information. The
choice of ANN technique plays a crucial role in the RAG framework, as it directly
influences the efficiency and effectiveness of the retrieval process.

To demonstrate how different models and methods highlight various aspects
of the text that needs to be retrieved, I used eight embedding and tokenizing
methods to find the nearest neighbors of the word ”inflation” with three different
approximate nearest method algorithm6. This practice illustrates the diversity
in how these methods identify relevant information. As mentioned before in
the survey experiment I do not define the method and Open AI uses it’s own
metho of retreivig knowledge. This is only a practice to show some aspect of the
realtionship between differnt part of the text to an exampel term like inflation.

The process in finding the approximate nearest neighbotr is structured as fol-
lows:

1) Each set of meeting minutes is converted to text, and then all stopwords
are removed.

2) A vector of tokens is created from the pre-processed text using different
embedding models7.

3) Using three different embedding models—each with approximately 110
million parameters—a 768-dimensional vector representing each token in
the document is created.

4) Three different indexing methods, based on three approximate neighbor-
hood techniques, are used to find words that are contextually closest to the
term ”inflation expectation”.

5) The vector is then unembedded to retrieve the actual words.

6I also employed two more traditional methods, Word2Vec and GloVe. The first one uses something called
a context vector, but it still doesn’t capture every aspect of the document. The second one utilizes the co-
occurrence of different words to find similarity. The words in these two methods are: Word2Vec: [Inflation,
inflationary, CPI, deflation, disinflation, GDP, deflationary, disinflationary, Inflationary, inflations] and GloVe:
[rate, rates, rise, slowing, inflationary, unemployment, rising, growth, recession, fed]. These results show that
the contextual understanding of these methods has some disadvantages, indicating the need to transition to
more advanced models like transformers.

7These models ’gpt2’, ’gpt2-medium’, ’gpt2-large’, ’gpt2-xl’, ’roberta-base’, ’roberta-large’, ’bert-base-
uncased’, ’distilbert-base-uncased’, ’bart-base’, ’bart-large’, ’bert-large-uncased’, ’xlnet-base-cased’ and ’t5-
base’. A short introduction to these models is provided in Appendix A.A3.
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Figure 4 shows how different methods of finding nearest neighbor and also
embedding models could find potentially different part of a text more close to
some words. However, that are a lot of similarity as well. Interestingly, the world
”deflation” coming up more in years that was and issue and not in recent years.

FIGURE 4. COMPARISON OF NEAREST NEIGHBORS FOR ”INFLATION”
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IV. Experimental Design

In the survey experiment, I conducted a randomized survey experiment on
GPT-4 Turbo8 with retrieval API assistants9, aiming to assess the influence of
different knowledge domains on inflation expectation formation and also see
the impact of information treatment. To achieve this, as we can see in Table 2
I categorized the knowledge domains into five distinct types placebo (P), using
general information from Wikipedia texts as a baseline; economic reports of the
president (E), providing a broad view of the US economic status; FOMC minutes
from the year 2018 (M0) and FOMC minutes from the year 2023 (M1), to com-
pare the difference between old and recent monetary policy status; and FOMC
minutes from 2020 to 2023 (M2), offering a wider range of data on monetary pol-
icy over the past years. This structure allows me to dissect the impact of varying
levels and types of economic knowledge on agents’ expectations.

TABLE 2—KNOWLEDGE DOMAINS IN SURVEY EXPERIMENT

Code Description
N No Retrieval
W Placebo (Wikipedia Texts)
E Economic Reports of the President
M0 FOMC Minutes (only 2018)
M1 FOMC Minutes (2023)
M2 FOMC Minutes (2020-2023)

In the experiment, I first asked AI agents a series of questions to understand
their initial economic expectations. These questions were based on the Survey of
Consumer Expectations (SCE) conducted by the Federal Reserve Bank of New
York, covering topics such as unemployment rates, interest rates on savings ac-
counts, stock prices, and inflation over various periods. After these initial ques-
tions, the AI agents were randomly assigned into one of six groups. The first
group acted as a control, receiving no additional information, while the remain-
ing five groups each were provided with some pieces of information as new
context to consider for their next questions. This setup tries to examine how spe-
cific information might influence the AI agents’ economic outlooks. The list of
treatments including are provided in Table 3. The initial questions and follow-up
questions are shown in Table 4.

8GPT-4 Turbo is an upgrade to GPT-4 that’s better at handling long texts and following detailed instruc-
tions, making it great for tasks like finding and using information in large documents. The cut-off time for it’s
training set of it is Dec 2023.

9OpenAI’s API assistants are a feature that lets us create specialized GPTs with different capabilities, in-
cluding document retrieval.
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TABLE 3—TREATMENT GROUPS

Group Title Information
T 1 Control group No additional information
T 2 Placebo group Population of the U.S. grew by 1.2% between 2020

and 2022.
T 3 Current FFR

rate
The interest rate set by the Federal Reserve, known
as the Federal Funds Rate, is currently at 5.25%.

T 4 Current Infla-
tion

Over the last twelve months, the overall inflation
rate in the economy as measured by the percentage
change in a consumer price index has been 3.2%.

T 5 Current Infla-
tion + Longer
Run

Over the last twelve months, the overall inflation
rate in the economy as measured by the percent-
age change in a consumer price index has been 3.2%.
One forecast at the Federal Reserve is that this infla-
tion rate will be 2.8% on average over the next few
years and in the longer-run.

T 6 Current fixed-
rate 30-year
mortgage

The current average rate for fixed-rate 30-year mort-
gage is 7.5% per year.

For instance, I assigned different groups specific types of economic data be-
fore reassessing their expectations. For example, one group was informed about
the current Federal Funds Rate set by the Federal Reserve, while another re-
ceived detailed information on both current inflation and future forecasts. After
providing these details, I again asked the groups expectation-based questions
to gauge how the provided information influenced their views on the economy.
This experimental design helps to determine not only the direct effects of spe-
cific economic data on expectations but also how varying types of information
shape agents’ perceptions of economic conditions. Visually, the structure of the
experiment can be shown in Figure 5.

TABLE 4—SURVEY QUESTIONS

Q id Question
Q1 I Last 12 month Point Estimate (Pre-Treatment)
Q2 I Next 12 month Distribution Estimate (Pre-Treatment)
Q3 I Longer-run Distribution Estimate (Pre-Treatment)
Q1 F Next 12 month Point Estimate (Post-Treatment)
Q2 F Longer-run Point Estimate (Post-Treatment)

Note: ”I” indicates initial questions and ”F” indicates follow-up questions. The full table of the questions is
presented at Appendix A.A4.



VOL. NO. 13

In this version of the experiment, that I call it Run V1, I surveyed all six assis-
tants (without any followup or information treatments) to assess their compre-
hension and approach to different knowledge sets. Meanwhile, for the informa-
tion treatment, I only used Assistant M2 that has the FOMC minutes data over
the past four years.

N: No
Retrieval

W:
Selected

Wikipedia
Corpus

E:
Economic

report
2024

M0:
FOMC

Minutes
2018

M1:
FOMC

Minutes
2023

M2:
FOMC

Minutes
2020-2023

Knowledge
Source

Initial
Questions

Randomized
into Groups

Follow-up
Questions

Q1 I

Q2 I

Q3 I

Q1 F

Q2 F

T 1:
Control
Group

T 2:
Placebo
Group

T 3:
Current

FFR Rate

T 4:
Current
Inflation

T 5:
Current
Inflation
+ Longer

Run

T 6:
Current

Fixed-Rate
30-Year

Mortgage

FIGURE 5. AN ILLUSTRATION OF THE STAGES OF THE EXPERIMENT



14

V. Results

A. Preliminary Observations

This experiment consisted of two phases. The first phase is the no-information
treatment. In this phase, I had 600 subjects across 6 categories of assistants. Nat-
urally, because I didn’t have information treatment, there are only 3 main ques-
tions. The first is the inflation for the past 12 months in point estimate, the second
is the distribution estimate of inflation for the next 12 months, and the third is
the inflation for the period between 2 years from now and 3 years from now10.

Table 5 shows the summary statistics of these three questions. For question
1, I report the point estimate, and for questions 2 and 3, I used the midpoint
formula to calculate the mean inflation in two ways. One considering the values
the subjects put for deflation and one without considering the deflation values
and adding them to the lowest inflation bin.

TABLE 5—SUMMARY STATISTICS FOR NO INFORMATION TREATMENT

Deflation Assistant
Past Inflation 1 Year Ahead 3 Years Ahead

min max mean std min max mean std min max mean std

Yes

N 2 3.5 2.43 0.26 3.24 7.5 5.31 1 2.49 7.3 4.68 1.08
W 0 11.58 2.72 2.4 0.94 14 5.96 2.27 1.7 14 5.17 1.92
E 0 7.1 3.01 1.29 -1 14 4.93 2.2 -2.25 11 4.84 1.98
M0 1.7 3.6 2.07 0.21 1.08 14 4.36 1.9 1.2 10.12 4.54 1.8
M1 2 8 3.85 1.1 1 14 4.67 2.37 1.09 14 4.55 2.23
M2 1.7 6.85 3.86 0.86 1.55 8 4.72 1.5 1.32 11.66 4.97 1.8
All 0 11.58 2.99 1.40 -1 14 4.99 2 -2.25 14 4.79 1.84

No

N 2 3.5 2.43 0.26 3.24 7.5 5.34 0.97 2.79 7.3 4.84 0.97
W 0 11.58 2.72 2.4 1.04 14 5.99 2.23 1.7 14 5.2 1.9
E 0 7.1 3.01 1.29 1 14 5.07 2.06 1.1 11 4.95 1.84
M0 1.7 3.6 2.07 0.21 1.1 14 4.41 1.87 1.2 10.12 4.58 1.78
M1 2 8 3.85 1.1 1.09 14 4.68 2.37 1.09 14 4.58 2.23
M2 1.7 6.85 3.86 0.86 1.32 11.66 4.72 1.5 1.32 11.66 4.99 1.79
All 0 11.58 2.99 1.40 1 14 5.04 1.96 1.08 14 4.86 1.80

Figure 6 shows the response to the question about past year inflation per as-
sistants. As expected there is variation within each assistant. Also, Figure 9
represents the response to the distribution estimate questions. As expected de-
flation in the short-run and long-run doesn’t have that much frequency. In the
short run the bin with 4 and 8 has the highest share and in the longer run the
bin with inflation between 2 and 4 has the highest share. We can also look at the
distribution of next year (short-run) inflation expectation that is calculated by
midpoint formula in Figure 9. As expected assistant W has the highest variance
and assistant M2 has the one of the lowest variance.

10The full list of questions is provided in Appendix A.A4
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FIGURE 6. INFLATION/DEFLATION RATE BY ASSISTANT

TABLE 6—COMPARISON WITH SCE AND SPF

1 Year Ahead N W E M0 M1 M2 All SCE SCE P SPF
Mean 5.34 5.99 5.07 4.41 4.67 4.72 5.03 - - 2.8
Median 5.3 6.06 5.02 4.43 4.38 4.76 5 3 3.97 2.8

2-3 Years Ahead N W E M0 M1 M2 All SCE SCE P SPF
Mean 4.84 5.2 4.92 4.57 4.58 4.99 4.85 - - -
Median 4.62 5.05 4.75 4.5 4.4 5 4.7 2.9 3.15 -
Note: SPF IS FROM FEBRUARY 2024, SCE IS FROM MARCH 2024.

FIGURE 7. AVERAGE PROBABILITY DISTRIBUTION FOR ALL SUBJECTS
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We can also compare the result of assistants to other surveys such as Survey of
Professional Forecasters and Survey of Consumer Expectations. (Table 6)

FIGURE 8. DISTRIBUTION OF NEXT 12 MONTH INFLATION EXPECTATION

Note: THE PURPLE AREA REPRESENTS LATEST WAVE OF THE NY FED CONSUMER EXPECTATION SURVEY

(5-2023), SCALED DOWN FOR COMPARISON.

FIGURE 9. DISTRIBUTION OF NEXT 24-36 MONTH INFLATION EXPECTATION

Note: THE PURPLE AREA REPRESENTS LATEST WAVE OF THE NY FED CONSUMER EXPECTATION SURVEY

(5-2023), SCALED DOWN FOR COMPARISON.
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In the second phase of the experiment that was run separately, I have used two
different assistants: one without retrieval power (N) and the other with 4 years
of information(M2). All the processes of the experiment, as shown in Figure 5,
were implemented for these subjects. As a result, we have 1200 subjects divided
by 600 for each assistant and also 100 for each treatment.

Table 7 and Table 8 have the details about the mean and standard deviation of
control group and the other five treatment groups for Assistant N and M2.

TABLE 7—DESCRIPTIVE STATISTICS OF ASSISTANT N

T1 T2 T3

Mean SD Mean SD Mean SD

Pre-Treatment
Perceived inflation, previous 12 months 2.40 0.27 2.45 0.50 2.41 0.25
Expected inflation, 12-month ahead 5.60 0.98 5.38 1.02 5.51 0.96
Expected inflation, longer period 4.85 1.08 4.94 1.07 4.94 1.03

Post-Treatment
Expected inflation, 12-month ahead 3.35▼ 0.24 3.40▼ 0.20 3.30▼ 0.26
Expected inflation, longer period 3.89▼ 0.55 3.72▼ 0.47 3.76▼ 0.39

T4 T5 T6

Mean SD Mean SD Mean SD

Pre-Treatment
Perceived inflation, previous 12 months 2.46 0.29 2.42 0.21 2.49 0.41
Expected inflation, 12-month ahead 5.47 1.14 5.20 1.02 5.36 0.25
Expected inflation, longer period 5.03 1.16 5.14 1.18 5.88 0.47

Post-Treatment
Expected inflation, 12-month ahead 3.38▼ 0.22 2.80▼ 0.00 5.50▲ 1.02
Expected inflation, longer period 3.66▼ 0.41 2.80▼ 0.00 5.31▼ 1.32

To see the comparison of short-run and long-run inflation expectations across
different treatments for two assistants we can look at Figure 10. For both short-
run and long-run expectations, the prior values (blue bars) remain relatively con-
sistent across treatments for each assistant type. However, the posterior values
(orange bars) show more variation, suggesting that the treatments have an effect
on updating inflation expectations. The differences between prior and posterior
values appear more pronounced for the M2 assistant compared to the N assis-
tant, particularly for treatments T 2, and T 4 in the short-run expectations.



18

TABLE 8—DESCRIPTIVE STATISTICS OF ASSISTANT M2

T1 T2 T3

Mean SD Mean SD Mean SD

Pre-Treatment
Perceived inflation, previous 12 months 5.10 1.73 5.17 1.56 4.88 1.69
Expected inflation, 12-month ahead 4.88 1.54 5.14 1.79 5.08 1.90
Expected inflation, longer period 4.97 2.06 4.76 1.93 4.72 2.02

Post-Treatment
Expected inflation, 12-month ahead 3.29▼ 0.80 3.61▼ 0.62 3.57▼ 0.63
Expected inflation, longer period 3.51▼ 0.82 4.19▼ 0.90 3.85▼ 0.77

T4 T5 T6

Mean SD Mean SD Mean SD

Pre-Treatment
Perceived inflation, previous 12 months 5.10 1.57 5.16 1.61 5.01 1.69
Expected inflation, 12-month ahead 5.07 2.00 5.01 2.11 4.91 1.88
Expected inflation, longer period 4.34 1.47 4.24 1.61 4.54 2.07

Post-Treatment
Expected inflation, 12-month ahead 3.33▼ 0.21 2.80▼ 0.02 4.03▼ 0.92
Expected inflation, longer period 3.74▼ 0.60 2.80▼ 0.00 4.01▼ 0.93

FIGURE 10. COMPARISON OF PRIOR AND POSTERIOR INFLATION EXPECTATIONS
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B. Empirical Model

To empirically assess the impact of information treatments on AI agents’ eco-
nomic expectations, I follow Coibion, Gorodnichenko and Weber (2022); Coibion
et al. (2023) specification that allows to capture the impact of new information.
The model is formulated as follows:

(3) X
post
j = αX

pre
j +

6∑
k=2

βkTreatment(k)j +
6∑

k=2

γkTreatment(k)j ×X
pre
j +W jΨ+ϵj

Here, Xpost
j and X

pre
j represent the AI agent j’s expectations after and before

receiving the treatment, respectively. Treatment(k)j indicates whether AI agent j
was subjected to treatment k. The coefficients βk and γk measure the level and
interaction effects of the treatments on the expectations, respectively, with γk
expected to be negative, indicating that more informative treatments lead agents
to revise their expectations more significantly away from their prior beliefs. The
vector W j includes control variables relevant to each agent, and Ψ denotes the
parameters associated with these controls, with ϵj capturing the error term11.

This specification helps us understand how AI agents integrate new informa-
tion with their pre-existing beliefs, quantifying the adjustments made in their
economic outlook in response to different types of information treatments (Coibion,
Gorodnichenko and Kumar, 2018).

C. Analysis

To evaluate the effects of the different information treatments, I estimate the
specification in Equation (3) for both assistants N and M2. Table 10 shows the
regression results for short-run (next 12 months) and long-run (2-3 years ahead)
inflation expectations. Focusing first on the coefficients on the prior expectations
(α), we see that for the no-retrieval assistant N, the weight placed on priors is
quite high at around 0.8 for short-run expectations and 0.9 for long-run expecta-
tions. This indicates that in the absence of new information, assistant N exhibits
persistent expectations that change little between time periods. In contrast, for
the M2 assistant with access to FOMC minutes, the weight on priors is much
lower at 0.4-0.5, suggesting that this assistant naturally revises its expectations
more based on the core information it has access to.

Turning to the information treatment effects, I find significant differences across
information types. The placebo treatment T2 has little impact on expectations for
both assistants. Providing information about just the current federal funds rate

11In the the first phase of this experiment I only run the queries using a no persona approach and as a
result I do not have covariance that are specific for each agent. In the next phase I will create a sample of AI
agent that mimics the actual demographic features Survey of Consumer Expectations (SCE) conducted by the
Federal Reserve Bank of New York
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in T3 generates a small downward revision in short-run inflation expectations
for N but no effect on M2. However, when the treatments involve not just the
current FFR but also forward guidance about its future path, we see much larger
effects. For example, treatments T4 (current inflation rate) and T5 (current and
longer-run inflation forecasts) lead to large revisions in expectations for both as-
sistants and horizons. The treatment providing information about current mort-
gage rates (T6) also has sizable effects, particularly for longer-run expectations
which is compatible to Coibion et al. (2023).

In addition to normal linear regression, it is common in the related literature
to use Huber Regression to better accommodate outliers in expectations. In the
dataset I have, outliers are not much of a problem. However, the results for
Huber Regression are also reported in Table 9.

TABLE 9—HUBER REGRESSION RESULTS FOR ASSISTANTS N AND M2

Assistant N Assistant M2

Term SR posterier LR posterier SR posterier LR posterier

Intercept 2.964 2.338 3.494 3.424
SR prior/LR prior 0.084 0.319 -0.000 0.055
T 2 0.536 -0.144 -0.001 -1.082
T 3 0.531 0.493 -0.004 -0.581
T 4 0.543 0.661 0.065 -0.841
T 5 -0.164 0.459 -0.694 -0.623
T 6 0.534 0.760 0.039 -0.650
T 2 inter -0.084 -0.011 0.001 0.336
T 3 inter -0.084 -0.127 0.001 0.153
T 4 inter -0.086 -0.178 -0.026 0.208
T 5 inter -0.084 -0.318 0.000 -0.055
T 6 inter -0.084 -0.170 -0.003 0.187
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TABLE 10—REGRESSION RESULTS

Assistant N SR posterier LR posterier

β γ β γ

Control (T1) 3.551*** -0.035 2.154*** 0.358***
(0.125) (0.022) (0.160) (0.032)

Population Growth (T2) -0.041 0.014 0.163 -0.075
(0.170) (0.030) (0.229) (0.046)

Current FFR (T3) -0.260 0.037 0.604** -0.156***
(0.177) (0.031) (0.234) (0.047)

Current Inflation (T4) -0.201 0.040 0.813*** -0.221***
(0.163) (0.029) (0.223) (0.044)

Current + Inflation Perdition (T5) -0.751*** 0.035 0.646** -0.358***
(0.167) (0.030) (0.223) (0.044)

Mortgage Rate (T6) -0.269 0.049 0.913*** -0.205***
(0.172) (0.030) (0.215) (0.042)

Observations 600 600
R-squared 0.494 0.631

Assistant M2 SR posterier LR posterier

β γ β γ

Control (T1) 3.904*** -0.119*** 3.396*** 0.043
(0.218) (0.043) (0.155) (0.029)

Population Growth (T2) -0.362 0.132* -0.940*** 0.324***
(0.297) (0.056) (0.222) (0.042)

Current FFR (T3) -0.241 0.101 -0.602** 0.181***
(0.288) (0.055) (0.217) (0.041)

Current Inflation (T4) -0.492 0.102 -0.835*** 0.228***
(0.283) (0.054) (0.242) (0.050)

Current + Inflation Perdition (T5) -1.105*** 0.120* -0.596** -0.043
(0.277) (0.053) (0.228) (0.047)

Mortgage Rate (T6) 0.120 0.120* -0.614** 0.227***
(0.286) (0.055) (0.212) (0.041)

Observations 600 600
R-squared 0.254 0.532
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VI. Discussion and Concluding Remarks

This study presents a novel approach to investigating the formation of infla-
tion expectations by integrating Large Language Models with economic and text
data. One of the key findings is the impact of the type of knowledge source on
the variation in responses. The results indicate that LLMs with access to relevant
economic data, such as the Federal Open Market Committee minutes, exhibit
lower variance in their inflation expectations compared to those with access to
irrelevant information. This highlights the importance of providing LLMs with
domain-specific knowledge to enhance the accuracy and consistency of their re-
sponses.

Furthermore, the information treatment regarding mortgage rates had the most
significant impact on updating prior inflation expectations for LLMs, as evi-
denced by previous studies for humans subjects. This finding underscores the
potential effectiveness of communicating market-relevant information, such as
mortgage rates, in shaping economic expectations and decision-making pro-
cesses.

In future directions, it would be valuable to extend this research by incorpo-
rating a wider range of LLMs and exploring the impact of persona for AI agents.
For instance, introducing demographic characteristics to the LLMs could pro-
vide insights into how different segments of the population might interpret and
respond to economic information. Additionally, investigating the performance
of LLMs in comparison to human subjects under similar experimental conditions
could further show the strengths, limitations, and potentials of these AI models
in economic forecasting.

Overall, this study contributes to the growing body of literature on the inter-
section of generative AI and economics, offering practical implications for the
future of AI-assisted economic forecasting and its potential impact on policy-
making and individual financial decisions.
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Heydari, Babak, and Nunzio Lorè. 2023. “Strategic Behavior of Large Language
Models: Game Structure vs. Contextual Framing.” Contextual Framing (Septem-
ber 10, 2023).

Horton, John J. 2023. “Large language models as simulated economic agents:
What can we learn from homo silicus?”

Korinek, Anton. 2023. “Generative AI for economic research: Use cases and im-
plications for economists.” Journal of Economic Literature, 61(4): 1281–1317.

Li, Nian, Chen Gao, Yong Li, and Qingmin Liao. 2023. “Large Language Model-
Empowered Agents for Simulating Macroeconomic Activities.” arXiv preprint
arXiv:2310.10436.

Liu, Ting, Andrew Moore, Ke Yang, and Alexander Gray. 2004. “An investiga-
tion of practical approximate nearest neighbor algorithms.” Advances in neural
information processing systems, 17.



VOL. NO. 25

Schmidhuber, Juergen. 2022. “Annotated history of modern ai and deep learn-
ing.” arXiv preprint arXiv:2212.11279.

Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones,
Aidan N Gomez, Łukasz Kaiser, and Illia Polosukhin. 2017. “Attention is all
you need.” Advances in neural information processing systems, 30.

Weber, Michael. 2022. “Subjective inflation expectations of households.” Busi-
ness Economics, 57(4): 217–221.

Weber, Michael, Francesco D’Acunto, Yuriy Gorodnichenko, and Olivier
Coibion. 2022. “The subjective inflation expectations of households and firms:
Measurement, determinants, and implications.” Journal of Economic Perspec-
tives, 36(3): 157–184.



26

APPENDIX

A1. Data

FIGURE A1. NUMBER OF MINUTES ISSUED BY FOMC, LENGTH AND UNIQUE WORDS PER DOCUMENT

FIGURE A2. AN SCREENSHOT OF PRESIDENTIAL ECONOMICS REPORT AND FOMC MINUTES DOCUMENTS
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A2. Prompts

System Prompt
The GPT is designed to answer users’ questions about the expectations for future inflation based

on their understanding of the provided documents. It responds with numerical percentage estimates,
reflecting its opinions and anticipations about inflation while acknowledging the inherent uncertainty
in such forecasts. The GPT uses the information from the text to derive its responses but does not use
exact inflation targets from the document. It presents answers in two formats: single percentage points
for point estimates and a list of percentages for distribution estimates. The GPT ensures responses are
solely numerical and not any written statements with the alphabets and formatted accordingly: for
point estimates, it uses [ %,] and for distribution estimates, it uses [ %, %, %, %, %,
%, %, %, %, %,].

RAG Prompt or Prompt before Prompt

Do not use the exact inflation if mentioned in the document. Use your general understanding of the
document including the sentiments of the policy and all the information around it to answer. These are
questions about inflation expectations and the perception of inflation, not inflation prediction. Do not
answer nothing.

Main Prompt (For example, for T 3 with Current rate, FFR)

Initial: ”Q2 I In THIS question, you will be asked about the probability (PERCENT CHANCE) of
something happening. The percent chance must be a number between 0 and 100 and the sum of your
answers must add up to 100. What do you think is the percent chance that, over the next 12 months...
[RANGE OF EACH OPTION BELOW is 0-100 and each option can be 2 DECIMAL POINTS but the
most important thing is that the total should be 100%] ... Give your answer as a list like this: [ %,
%, %, %, %, %, %, %, %, %]
”

Additional Context: ”The interest rate set by the Federal Reserve, known as the Federal Funds Rate,
is currently at 5.25%.”

Follow-up: ”What do you expect the rate of inflation to be over the next 12 months? Please give your
best guess. Over the next 12 months, I expect the rate of inflation to be %.”

An Example of a Bad Prompt

You are a helpful assistant. Read the document and then answer the question you were asked. Please
provide your response in a concise manner.
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A3. Embedding Models for Approximate Nearest Neighbors

The embedding, tokenization, and unembedding models used in ANN are
based on Hugging Face pipelines.12.

TABLE A1—SUMMARY OF MODELS AND THEIR PARAMETERS

Model Description Parameters

BERT Bidirectional Encoder Representations from
Transformers. Designed for a wide range of
NLP tasks.

Small: 110M,
Large: 340M

GPT-2 Generative Pre-trained Transformer 2. Uses
Transformer architecture to generate text.

Small: 120M,
Medium: 380M,
Large: 812M

RoBERTa Robustly Optimized BERT Pretraining Ap-
proach. Trains longer with larger batches and
more data.

Small: 110M,
Large: 340M

XLNet Generalized autoregressive pre-training. Max-
imizes likelihood over all permutations of the
factorization order.

Base: 110M

Note: The vector dimension for each token in the models varies according to size: The vector dimensions are
768 for ’small’, 1024 for ’medium’, and 1280 for ’large’.

12Hugging Face is a platform for machine learning, deep learning, and transformers applications that we
load their models locally and then use it
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A4. Survey Questions

Q id Question

Q1 I Over the last 12 months, what do you think the overall rate of
inflation/deflation has been in the economy? The rate of infla-
tion/deflation was [Your answer as a number] percent over the last
12 months. If you think there was inflation, please enter a positive
number. If you think there was deflation, please enter a negative
number. If you think there was neither inflation nor deflation, please
enter zero.

Q2 I In THIS question, you will be asked about the probability (PER-
CENT CHANCE) of something happening. The percent chance
must be a number between 0 and 100 and the sum of your answers
must add up to 100. What do you think is the percent chance that,
over the next 12 months... [RANGE OF EACH OPTION BELOW is
0-100 and each option can be 2 DECIMAL POINTS but the most im-
portant thing is that the total should be 100%] ... Give your answer
as a list like this: [ %, %, %, %, %, %, %,

%, %, %]

Q3 I In THIS question, you will be asked about the probability (PER-
CENT CHANCE) of something happening. The percent chance
must be a number between 0 and 100 and the sum of your answers
must add up to 100. What do you think is the percent chance that, 12-
month period between April 2025 (24 months from now) and April
2026 (36 months from now)... [RANGE OF EACH OPTION BELOW
is 0-100 and each option can be 2 DECIMAL POINTS but the most
important thing is that the total should be 100%] ... Give your an-
swer as a list like this: [ %, %, %, %, %, %,
%, %, %, %]

Q1 F What do you expect the rate of inflation to be over the next 12
months? Please give your best guess. Over the next 12 months, I
expect the rate of inflation to be %.

Q2 F What do you expect the rate of inflation to be over that period?
Please give your best guess. Over the 12-month period between
April 2025 (24 months from now) and April 2026 (36 months from
now), I expect the rate of inflation to be %.
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A5. API Calls Details

Due to the prompt engineering technique used in the API calls, the rate of
correct answers for all questions is high. In the first phase of the experiment
with 600 AI subjects and 3 sets of questions, there were only 9 missing values for
question Q1 I. For the other two questions, I received a full response.

There was another issue with Q1 I where some agents didn’t answer in point
estimates, but they attempted to answer in distributions. This occurred because
the distribution type of questions was also specified in the system prompter.
However, it didn’t have an impact on the result. Many of the agents simply re-
peated their answers 10 times. For example, instead of answering [2.5%], they
responded [2.5%,2.5%,2.5%,2.5%,2.5%,2.5%,2.5%,2.5%,2.5%,2.5%]. Some, how-
ever, responded with 10 different numbers, from which I used their average (92
out of 600). This behavior varied among different assistants; however, assistant
N did a perfect job and followed the prompts perfectly (see Table A3).

TABLE A3—COUNT OF SINGLE AND MULTI VALUES, EQUAL AND NOT EQUAL (PHASE 1)

Assistant Single Value Count Multi Value Count Equal Not Equal Total

E 89 11 91 9 100
M0 73 27 96 4 100
M1 53 47 76 24 100
M2 66 34 80 20 100
N 100 0 100 0 100
W 59 41 65 35 100

Total 440 160 508 92 600

The other very minor issue was about the summation of distribution estimates
for Q2 I and Q3 I. There were only 5 observations for each question where the
sum was not exactly equal to 100 percent, but it was very close. The standard
deviation of the answers was 0.08 and 0.58 respectively. However, rounding
some of the bins resolved this issue. For the second phased on the experiment,
as shown in A4 there was less issues and it was resolved the same way as for
phase one.

TABLE A4—COUNT OF SINGLE AND MULTI VALUES, EQUAL AND NOT EQUAL (PHASE 2)

Assistant Single Value Count Multi Value Count Equal Not Equal Total

N 595 5 600 0 600
M2 462 138 551 49 600

Total 1057 143 1151 49 1200
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In terms of the detail for API calls they are provided in Table ??. Each token is
approximately 4-5 characters per English word.

Date Context Tokens Generated Tokens
14 Apr 8,160,544 127,574
15 Apr 12,213,625 209,672

Total API Requests: 13,249
Total Tokens: 20,782,730

TABLE A5—API REQUESTS AND TOTAL TOKENS
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A6. Miscellaneous Responses

The following table shows some of the responses generated by the AI agent
with different prompts. It also displays the results for prompts that were not
implemented well, leading to inaccurate responses.

Treatment Assistant Response Question

T 1 M0 The document outlines that the medians of participants’ projections for both
total and core Personal Consumption Expenditures (PCE) price inflation are
expected to be around [1.9%] in 2018 and anticipated to rise to [2.1%] by 2020.
From the description, it appears that inflation expectations are gradually in-
creasing but remaining close to the Federal Reserve’s target of around 2%.
Based on these data points and trends reflected up to 2020, a reasonable esti-
mate of the expected rate of inflation over the next 12 months could be pro-
jected within a similar range, around [2.0%]. This provides a baseline expec-
tation given the historical data trends and projected figures available in the
document.

Q1 F

T 1 W Projecting the rate of inflation specifically between April 2025 and April 2026
requires considering potential long-term economic policies, global market
trends, and other macroeconomic factors, such as energy prices or geopo-
litical stability. In the absence of specific forecasting data from within the
document and under normal economic conditions, central bank inflation tar-
gets provide a useful reference.
Central banks often aim for an ...

Q2 F

T 6 E The information provided does not offer a direct basis from which to infer
future inflation rates. Consequently, without specific economic analyses, pro-
jections or other related content, predicting the rate of inflation over the next
12 months based on the given mortgage rate alone is not feasible.

Q1 F

T 2 W Based on the information provided in the document, I am unable to deter-
mine the overall rate of inflation or deflation over the last 12 months. The
document does not contain specific economic data or indicators pertaining to
inflation rates.

Q2 I

T 5 W I’m unable to provide opinions, forecasts, or generate speculative data, in-
cluding predicting future inflation or deflation rates.

Q1 F

T 1 M0 To provide a detailed and accurate answer to your question, I will need to
analyze the document you’ve uploaded. I will begin by examining the doc-
ument to understand its insights on inflation expectations or relevant eco-
nomic outlooks for the given time frame. This will enable me to make in-
formed estimations for each category you’ve asked about.
I will now start analyzing the document

Q3 I

T 1 M0 As an AI, I’m not capable of predicting future economic indicators like infla-
tion rates. If you’re seeking expert analysis or forecasts regarding inflation
rates over the next 12 months, I recommend consulting economic forecasts
from reliable financial institutions, central banks, or government economic
reports, which typically use economic models and current economic data to
provide their inflation forecasts.
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T 4 M2 Predicting the future unemployment rate involves complexities such as eco-
nomic policy changes, technological advancements, global economic condi-
tions, and market trends, among others. While inflation data provides insight
into economic conditions, it does not directly predict unemployment rates
due to the multifaceted relationship between inflation and unemployment,
often discussed in terms of the Phillips curve.
Given that I lack real-time data access and forecasting capabilities, it’s dif-
ficult to ascertain the likelihood of a higher unemployment rate 12 months
from now based on past inflation rates alone. For accurate predictions, an-
alyzing a wide range of economic indicators alongside inflation rates is es-
sential. Economists and financial analysts use various models to make such
forecasts, and it’s advisable to consult their analyses for predictions on eco-
nomic conditions, including the unemployment rate.

Q2 I

T 3 M1 Over the 12-month period between April 2025 and April 2026, a reasonable
estimate for the rate of inflation might be around 4% to 6%

Q2 F


