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Abstract

Out-of-sample tests are widely used for evaluating and selecting between models’ forecasts
in economics and finance. Underlying these tests is often the assumption of constant relative
performance between competing models, however this is invalid for many practical applica-
tions. In a world of changing relative performance previous methodologies give rise to spuri-
ous and potentially misleading results, an example of which is the well-known “splitting point
problem”. We propose a new two-step methodology designed specifically for forecast evalu-
ation and selection in a world of changing relative performance. In the first step we estimate
the time-varying mean and variance of the series for forecast loss differences, and in the second
step we use these estimates to compare and rank models in a changing world. We show that

our tests have high power against a variety of fixed and local alternatives.

1 Introduction

In a field such as economics where the majority of data available is non-experimental, an important
way to judge competing models is by comparing their relative forecasting performance. Out-of-
sample forecast evaluation tests, which are broadly variations of the Diebold-Mariano test from
their 1995 seminal paper, are currently the benchmark for comparing models’ forecasting perfor-

mance. However, in an unstable environment where relative performance between models can
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change over time these tests can generate spurious and potentially misleading results. An ex-
ample of this is the well-known “splitting point problem”. The sample splitting point is used in
Diebold-Mariano-type tests to split the sample into the first part, data used for estimation, versus
the second part, data used for evaluation. The commonly adopted approach advocates a late sam-
ple splitting point which leaves relatively little data for evaluation and consequently leads to these
tests having low power.! However beyond this broad guideline, the choice of the splitting point
is somewhat arbitrary and left to the discretion of the practitioner. This becomes problematic in
a world of changing relative performance. In such a setting, one model may outperform its com-
petition for some window of data, but under-perform for a different window. Because the splitting
point controls the window of data used for evaluation, different splitting points imply different
evaluation windows and the results of these tests may change or completely reverse depending
on this arbitrary choice. Consequently it opens up the possibility of data-mining for practitioners
to select favorable splitting points that support their desired hypothesis. Despite these drawbacks,
out-of-sample tests are still often preferred to their alternative, in-sample tests. In-sample tests
use all available data for both estimation and evaluation hence they do not suffer a power loss,”
however they are prone to spurious results due to over-fitting. Specifically, the ability of a model
to fit the data is not necessarily connected to the model’s forecasting performance. In fact Hansen
(2010) shows that often a model’s in-sample fit is inversely related to its forecasting performance.
See Hansen and Timmermann (2015) for a discussion on the matter.

To demonstrate the two main problems of the existing out-of-sample tests, namely low power
and the arbitrary dependence on the splitting point, consider the following real-world example.
We forecast the daily variance of IBM returns spanning 2006-2016 using two models: GARCH(1,1)
model with Standard normal errors and GARCH(1,1) model with Student-t errors. Each point on
the graph below, together with the critical values for the test statistic under the null hypothesis,
represents a Diebold-Mariano-type test at that particular splitting point. Variance forecasts are
produced via a standard recursive scheme, 5 minute realized volatility calculated from the data
is used as a proxy for the “true” variance, and mean squared errors are calculated by averaging
squared errors after a particular splitting point. We present the difference in the mean squared er-
rors, AMSE; and the associated 5% critical values across a range of splitting point choices, such that

the out-of-sample data starts in December 2010, leaving at most 1500 data points for evaluation.

1See Diebold (2013) for a discussion on this issue and a more recent study by Hirano and Wright (2017) that con-
cludes that current out-of-sample tests perform poorly due to large estimation errors.

2Hansen (2008) proposes a methodology for optimal weight selection of forecasts in nested linear models, but it is
not easy to extend this to nonlinear and non-nested models.
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Figure 1: The figure displays the difference in MSE calculated for GARCH(1,1)-N and GARCH(1,1)-5¢-t for
IBM data, 2006-2016 using recursive forecasting scheme. The MSE for each of the models is taken with
respect to 5Smin RV calculated from the data.

This example is representative of many practical applications. For many plausible choices of
the splitting point, the test is not powerful enough to reject. For other choices of the splitting point
we obtain a rejection in one direction, and for yet other choices we obtain a rejection in the opposite
direction. Hence, depending on the choice of splitting point all possible conclusions of the test are
possible. As the practitioner is usually not obliged to show results for all splitting points, in this
example it is possible to select any desired outcome.

In this paper, we propose a new forecast evaluation and selection methodology that is designed
explicitly for a world of changing relative performance, where constant relative performance is
now a special case. Importantly, we distinguish between the notions of forecast evaluation and
forecast selection as in a changing world past performance may not indicate future performance.
Our forecast evaluation test takes inspiration from the spirit of Diebold-Mariano tests and com-
pares the average historical performance of the models to test for overall equal predictive ability. In
contrast to existing out-of-sample tests, our metric for overall equal predictive ability takes account
of the whole sample of forecast losses and does not anchor itself on a particular sample splitting
point, hence making our test robust to the situation of unstable environments. For the purpose
of forecast selection, we propose to rank models based on which model we expect to outperform
in the next period. We do this by constructing forecasted probabilities of how likely the forecast
loss of one model will be smaller than the forecast loss of another model. A practitioner may then

select a model for forecasting next period based on which model is more likely to outperform.



Our overall methodology is summarized by a two-step procedure. In the first step, we non-
parametrically estimate the time-varying mean and variance for the series of forecast loss differ-
ences. In the second step, we utilize these estimates to compare and rank competing models using
our two proposed approaches. Our statistic comparing average performance for overall equal
predictive ability aggregates the time-varying means normalized by its time-varying standard de-
viation across the entire sample. One therefore can interpret the new test as an aggregated t-test
across the whole sample, which is reminiscent to the weighted least squares idea in the standard
regression framework. For our second approach, we construct forecasted probabilities for how
likely one model will outperform another based upon the estimates from step one. In addition, we
construct forecast intervals, which measure the confidence interval of the forecasted probability. In
general, our two approaches will often coincide in their conclusions, and indeed this is always the
case for examples where relative performance is constant. However in some applications model
A that performed on average equal over the overall sample may suddenly outperform for a short
window towards the end of the sample. In such a situation, our first approach will indicate his-
torical equal predictive ability, however our second approach will propose to select model A for
future forecasts. The second approach is more relevant for the purpose of ranking models for fu-
ture forecasts, however because it is only concerned only with the next period performance, the
resulting ranking is noisier and subject to change depending on the end date of the sample. On
the other hand, a practitioner may be interested in which model provided a better explanation to
the data, and here our first approach will be more appropriate to address the question. We believe
both approaches are insightful for different situations and we leave it to the practitioner to select
the appropriate methodology for their application.

Related to this work is the paper by Giacomini and White (2006), who develop a conditional
version of the unconditional equal predictive ability test of Diebold and Mariano (1995). Acknowl-
edging the possible dependence of relative performance on the information set at a given point in
time, Giacomini and White (2006) condition their test on a set of covariates. This therefore enables
one to use their test to detect the possible variation of relative performance over time. For example,
their test rejects their null when models’ relative performance depends on a “state of the world”
variable, even if the unconditional relative performance is equal. In this case the dependence on
the state of the world variable leads to variation in relative performance over time, and in general
their test can be thought of as a check for whether we are in a changing world or a constant world
(where a rejection of their test is indicative of changing relative performance).

Also related to our work, Giacomini and Rossi (2010) were the first to bring attention to the

problem of what they call “unstable environments”, i.e. a world of gradually changing relative



performance (as opposed to sharp structural breaks). They do this by comparing the local relative
performance between two models. This directly allows for the possibility of relative performance
to change over time, and it is an important step in the literature towards addressing this issue.
However, for the purposes of forecast evaluation and forecast selection Giacomini and Rossi (2010)
has two main shortcomings. First, from the perspective of forecast evaluation their test focuses
only on local relative performance and hence can only utilize local data, which likely leads to their
test having low power. Second, their methodology can only inform the practitioner as to which
model was better at a particular point in the past. It is not informative towards the question of
forecast selection, which is often more of interest to prac’ci’cioners.3

In addition there are the papers by Inoue and Rossi (2012) and Hansen and Timmermann
(2010). They look to address the splitting point problem by highlighting the potential for data
mining of practitioners who search for favorable splitting points. They propose to explicitly mine
over all splitting points for the one that is the most favorable for the alternative hypothesis, and they
reevaluate their test statistic at this splitting point with adjusted critical values that account for the
bias introduced by mining. These papers offer a solution to the splitting point problem in a world
of constant relative performance. We distinguish our contribution in considering a world of chang-
ing relative performance. In a changing world, selecting only the most critical single splitting point
again leverages their test on a particular window of evaluation. Hence their solution to the split-
ting point cannot be generalized to this broader environment due to the same problem discussed
earlier for Diebold-Mariano-type tests. Indeed, mining under changing relative performance can
similarly lead to spurious results. Applied to an example such as the one presented earlier, it may
be possible that each model is favored over the other, where their test selects different splitting
points depending on which conclusion they mine for.

The rest of the paper is organized as follows. In section 2 we further discuss the changing
relative performance and the two approaches we propose. In section 3 we present our theoretical
results. Section 4 addresses the issue of bandwidth selection for our two-step nonparametric pro-
cedure. Section 5 describes the bootstrap procedure that is used to approximate the distribution
of our new statistics in applications. In section 6 we investigate the size and the power of our test
under a variety of alternatives as well as the performance of the sign forecasts. We present our ap-
plications in section 7 and conclude in section 8. All proofs of the theoretical results are collected
in Appendix B.

Throughout this paper, the following notation is used. Let f(x) be any function from RY — R,

3This is except in the situation of a clear one-time reversal in relative performance, where one model is clearly better
after a sharp structural break. Giacomini and Rossi (2010) consider a version of their test which addresses this scenario.
In this special case their methodology can determine which model is superior for future forecasts.
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then f(x) = 9f(x)/0x and f(x) = 92f(x)/dx? denote the first and the second derivatives with
respect to the argument x respectively. We write || - ||, for p > 1 denotes the L,-norm on (Q), F,IP).
Throughout the paper we also simply write || - || to denote Ly-norm. For a generic non-singular
matrix A, AT denotes its transpose; for a square matrix B, we write A (B) to denote its largest
eigenvalue. For any given vector a, diag(a) creates a diagonal matrix with elements of 2 along the
main diagonal. Finally, 7, denotes the convergence in probability and 2 denotes convergence in

distribution. All convergences are considered when the sample size T — co.

2 Forecast evaluation and selection in unstable environments

We proceed with the framework of two models, although the methodology can be further gener-
alized to many models via pairwise comparisons. Let A, B be two models, {y;} . ; be the original
data, Bf‘, B? denote the parameter estimates of two models at time ¢, which reflect the models as
well as the estimation procedures*. We denote the difference in forecast losses at time t + k by
A/lfg( =L (yt+k, E;“) - L (yt+k, BB ), where L (-) denotes the loss function chosen by the fore-
caster’. In what follows we shall refer to Aﬁfg as AL i for simplicity of notation. Note that
in general the loss function will be affected by estimation error, however given our expanding
estimation scheme for constructing the losses it is reasonable to assume that the estimation error
vanishes asymptotically. We also explicitly acknowledge that the mean and variance of AL,
might be time-varying. In particular, we define p;x = E [AL; x| X;], where X; denotes the set of
possible regressors. We make our notation general, so that y;.; can potentially depend on a set
of regressors, in which case ;. denotes the conditional mean of the loss difference at time t + k.
Note that here we refer to X; as the set of possible regressors in modelling the conditional mean
of the loss differences, and not the regressors used to construct forecasts. A natural example of
X are the lags of AL; as in Giacomini and White (2006). However, it is often the case that we are
interested in the unconditional mean which is obtained by setting X; = & for all t. An example of
the latter is the commonly applied Diebold-Mariano type tests.

In a world of constant relative forecasting performance, i.e. pyx = p, for all Xy and all ¢t €
{1,---, T}, the task of evaluating and selecting between competing models is simple. Specifically,
if y = 0 we say the models have equal predictive ability, and if y < 0 we say that model A is better
than model B and we would select model A for future forecasts. In such a world, the conclusion

of the standard out-of-sample tests does not depend on the evaluation window and hence neither

4We generically refer to BA,EB as parameter estimates, however, depending on whether a parametric, semiparamet-
ric or nonparametric model is used B can be any estimator used to construct the forecasts.
SThroughout the paper we denote the forecast horizon by k as / will be reserved for denoting the bandwidth.



on the choice of the splitting point, although with a too short evaluation window the test shall
suffer from low power. Indeed almost all of the current methodologies explicitly assume constant
relative performance, including the tests by Diebold and Mariano (1995), West (1996), White (2000),
Clark and McCracken (2001, 2005), McCracken (2000, 2007), Hansen (2005), Corradi and Swanson
(2007), Hansen et al. (2011), Inoue and Rossi (2012) and by Hansen and Timmermann (2010) and
Li and Patton (2017), among others.

However in an unstable environment, i.e. a world of changing relative forecasting perfor-
mance®, the task of forecast evaluation and selection becomes far less obvious. For the example
provided in Figure 1, the two competing models often overtake each other depending on the eval-
uation window, and there is no clear dominant choice based on the previous methodologies. Yet,
there are nonetheless two important questions of interest to practitioners, namely how can we eval-
uate the overall historical forecasting performance of models and how should we select models for
future forecasts? Note that unlike the constant relative performance special case, these questions
become separate in an unstable environment as historical performance may not indicate future
performance. Hence we propose to address these questions separately.

Giacomini and Rossi (2010) is the first paper in the literature that looks to address the issue of
changing relative performance. They propose to compare at each moment in time the local relative
performance of models. Specifically, for a given forecast horizon k they propose to measure the
local mean of loss differences ;. as a sample mean centered around a window of a (fixed) size

m, i.e.
1 tHm/2+1

ﬁt+k = E A£s+kr

s=t—m/2

such that we can test the following null hypothesis:
HSR: p<0 Vtie{l,---,T—k} wvs. H® p,>0 Vte{l,---,T—k}

Given Giacomini and Rossi’s approach, the next challenge is how we can address two questions
aforementioned questions. For many examples, one model will outperform for some window of
data and underperform for another window, hence their test shall reject HGR for some #'s and
accept it for some other t’s. Furthermore it is not possible to use their framework to select models
for future forecasts.

The purpose of this paper is to provide a methodology for forecast evaluation and forecast se-

lection in an unstable environment. To address forecast evaluation, we compare past performance

6Note that changing relative performance can still occur even when the data generating process is stationary, see
the example presented in Appendix Al



and test for overall equal predictive ability. This provides a direct generalization of the existing
out-of-sample tests to unstable environments, with our main contribution being that we utilize
the entire sample of data which generates a few important advantages. To address forecast selec-
tion, we propose to forecast the probability that one model shall outperform the other in the next
immediate period, i.e. the probability that the sign of the next period loss difference is negative.
We choose to forecast the sign of the next period forecast loss difference as opposed to its level
as levels can depend on arbitrary factors such as a factor of scaling to the loss function, and it is
not clear what kind of a difference in levels constitutes a significant deviation (see Giacomini and
White (2006) for a simple application of their framework to level forecasting). Meanwhile, the sign
of the loss difference reflects a binary comparison, and indeed the sign for a particular comparison
is the same across all symmetric loss functions.

For our test for overall equal predictive ability, our first innovation is to use the (near) en-
tire series of forecast losses to construct our statistic, which extends the evaluation to (nearly) the
whole sample. This makes our test more powerful, and it makes the result of our test no longer
reliant on the arbitrary choice of the sample splitting point. Our metric by which we compare past
performance is defined as the sum of weighted expected relative forecast losses across the entire
sample, where the weighting is given by the time-varying standard deviation of the forecast losses
at that point in time. We offer our weighting as the second innovation. Our metric to measure
past performance belongs to a general class of metrics, which encompasses most of the current
methodologies (the general class is also formally defined below). Although our particular met-
ric is just one of many, we argue that it has several attractive features that make it insightful to
consider. With our weighting, the forecast losses at the beginning of the sample which come with
the largest estimation error are naturally down weighted. Moving towards the end of the sample,
more data is used for the estimation leading to lower estimation error, therefore later losses receive
a larger weight. Our metric is the first to accommodate this explicitly, i.e. that different forecasting
loss differences shall be weighted differently. The motivation for our weighting is to reduce the
variance of the statistics, which leads to higher power.

We first define the metric by which we measure relative predictive ability:

DEFINITION 1. Let M be a collection of models under consideration and M x M be the set of all
possible model combinations from M and A,B € M. Let ALy = L (yt+k, E{‘) - L (ka, Bfg) and
vk = E [ALyk|X¢], where Xy denotes the set of possible regressors. Define the following binary relation

on M:
T—k
Z Wik =0, A, B € M} CMxM,

t=1

Rr = {(A/B)




where Y Wy kUi 1S the metric, and {wt+k}tT:_1k is a set of non-negative weights. We say that given the
t

sample, models A and B are equally good iff (A, B) € R.

Remark 1. Note that the above general class of rankings encompasses rankings from the fol-

lowing standard tests (and any variations thereof):

* Diebold-Mariano (1995) test if we set wyy = 1 for all t > S where S is a splitting point of
choice and ;1 = pforallt € T; and X = &;

* Giacomini and White (2006) test if we set w;, = 1for all t > S where S is a splitting point
of choice and any X; € F;_1, where F;_; is the information set available to the forecaster at

timet —1;

e Giacomini and Rossi (2010) test if we set wyy = 1forallt € [S+k—5+j,S+k+5+7],
wherej =0,---, T —n+1—S —k, and n is a fixed size of the rolling window and S is the

original splitting point of choice; and X; = @.

The metric by which we base our statistic is a special case of the general ranking defined above.

The definition for our specific metric is as follows:

DEFINITION 2. Let M be a collection of models under consideration and M x M be the set of all
possible model combinations from M and A, B € M. Define the following binary relation on M:

T—k

RT = {(A’B) i wt+k‘ut+k :OIAIB € M} g M X M/
t=1

where Y. Wy ik is the metric, and {w;, &< ¢pix/ at+k}tT:_1k is a set of non-negative weights, where
t

0 = var (AL |Xy) and ¢y is a set of (deterministic) given weights. We say that given the sample,
models A and B are equally good iff (A, B) € R.

Remark 2. An example of ¢; f is ¢;1x = 1 (t +k € I), where I could be a period of interest,
e.g. recession times.

We now introduce the null hypothesis for our first approach formally. We have the following
null of Equal Predictive Ability (EPA,):

T T
]H(()l) : Z Wik =0 0s. ngl) : Z Wi kpirk 7 0, 1)
t=T+1 t=T+1

where under definition 1, w;x is a set of weights s.t {w;x} > 0, and under definition 2, w; is



proportional to 1/0;., and T is the point in the sample where we begin our evaluation. We discuss
this further in the latter part of this section, see Figure 2. Moreover, the notation EPA,, explicitly
acknowledges that these are rather a class of null hypothesis, depending on the chosen weighting
scheme.

Remark 3. The new test based on the above null hypotheses is also applicable for nested mod-
els, i.e. the new test can handle cases when yyy = E[ALy 4] = p = Oforallt =1,---,T},
so long as there is non-zero variance everywhere. For example, when the practitioner wants to
compare two nested models, say for example AR(1) and AR(2), although they might provide the
same estimated mean at each point in time with y;y = E[AL;x] = Oforallt =1,---,T,itis
likely the case that var (AL;,x) # Oforallt = 1,---,T, and therefore our test shall apply. We
shall stress nevertheless that there are situations when our test will not be applicable, e.g. in the
situation when variance is zero everywhere.

We next provide an intuition for how our test is related to that of Giacomini and White (2006).
Recall that Giacomini and White (2006) test the following conditional moment condition: E [AL;11|F] =
0, where F; is the information set available to forecaster at time t. Provided that {AL;, F;} is
a martingale difference sequence, we may test the more lenient in-sample moment condition”:
Hy : E[AL;i1h] = 0, such that h; € F;. The authors recommend to set hi; = (1, Aﬁt)/. With such

a specification, in a regression framework this translates to the following;:
AEtZDC+IBA£t_1+€t, and H(JZOC:O N ‘BZO

It is therefore a joint test of the loss difference having zero mean and absence of serial correlation
at first lag. Existence of serial correlation at the first lag would be indicative of changing relative
performance, as it is no longer the case that y; = p for all t. In general, if we reject their null of
E [AL4+1|F:] = 0 due to a dependence of the above moment condition on F;. This can be con-
sidered as evidence of changing relative performance due to a changing information set, /;. It is
still possible that a rejection occurs in a world of constant relative performance, take for example
a case where yy = p > 0 for all . We possibly may identify changing relative performance as
when the Diebold-Mariano (1995) test does not reject, which is indicative of insufficient evidence
against zero unconditional mean, however Giacomini and White (2006) test does reject, indicating

the rejection is likely due to changing relative performance.

Given our modelling framework, which we shall discuss in the next section, for a particular

choice of X; one can test a more general null hypothesis that all time-varying coefficients in the

"Meaning that rejection of the null Hy : [E [AL;,1/] = 0leads to rejection of Hy : E [AL; 1| F¢] = 0.
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regression of AL; on X; are zero for all t € T. This methodology can be viewed as a way of
implementing the conventional Mincer-Zarnowitz (1969) regressions in unstable environments,
and it shall nest the Giacomini and White (2006) test as a special case. These tests can also be
interpreted as a generic version of the existing forecast rationality tests for a particular choice of
X¢. This issue is studied in Smetanina (2018b).

In what follows, we describe our method for constructing forecast losses, which we do using
a standard recursive scheme. Note that contrary to the existing out-of-sample tests, for our metric
we need to construct losses for the entire sample, and not just a short evaluation window towards

the end of sample.

€I+k g(I+1)+k Q(I+2)+k
F=1 t= F=T+1 t=T4+2 t=

Estimation sample #1

Estimation sample #2

Estimation sample #3 o

Figure 2: Construction of the time series of the forecast errors for a single model.

The pseudo-out-of-sample forecast made at time ¢ for period t + k is compared with the re-
alised value in period t + k, which when differenced gives the forecast error of period t. The loss
function is then applied to this error which gives the forecast loss of period t + k. The recursive
scheme calculates the forecast loss using parameter estimates based on all data up until time ¢. It
is recursive because with each new period the model is re-estimated to include the new data. We
use all of the forecast losses except for a small initial period of length T, where the initial T periods
is always reserved for estimation. We recommend that practitioner uses T = 100.

After the time series of forecast losses is constructed for each model, we may now compute the

loss differences for a pair of models, A and B3:

ALpp=L (@ﬁk) - L (gﬁk) ’ @)

where L(-) is the chosen (by the researcher) loss function. For example, for the conventional

squared error loss function it simply becomes

2 2
ALy = (sﬁk) - (E?Jrk) . 3)
Following the construction of the loss differences, we may next proceed to the theoretical results,
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which we discuss in the next section.

3 Theoretical results

Once we have constructed the time series of AL;, we shall from now on only work with this time se-
ries and not the original data. For ease of notation we shall say that AL; ranges fromt =1,2,---, T,
although the length of this series T is different to the length of the original data y;. The new T is
equal to the original T — T — k + 1.

We model AL; as a locally stationary process and allow its mean and variance to change
smoothly over time. In particular, we model AL; as a function of time and its own lags only. The
rationale behind such a modelling framework is as follows. It is a well-established fact that due to
estimation error, AL; exhibits serial correlation, see e.g. Bollerslev et. al. (2016). This motivates the
autoregressive structure of our model for AL;. However, in general we do not expect the difference
in losses to depend on any other regressors. Therefore, in order to be as agnostic as possible, we
do not impose any additional structure on AL;. As in the literature on locally stationary processes,
we make AL; depend on the rescaled time points t/T rather than real time ¢, forming therefore
a triangular array, {ALyr : t = 1,---,T}. This rescaling is necessary to justify the properties of
the resulting estimation procedures as we will be using the infill asymptotics. So, suppose that we
observe the time series of forecast loss differences {AL;r}, t = 1,2,--- T. Before specifying the
model for loss differences AL;r we investigate the issue further. In particular, in Appendix A2,
we demonstrate that under recursive estimation scheme AL; 1 can be represented as time-varying
coefficient autoregression of order 1. With this in mind we consider that {AL; 7}, follows an

autoregressive model with time-varying coefficients which is given by:

d
ALy = P(t),T + Z P{f,TAEtfj,T +C& 1, t=1,---,T, 4)
=

where ¢; has zero mean and is independent of AL, T fors <t —1.

Remark 4. In the paper we develop the theory for the general time-varying AR(d) model.
However, in all applications we will restrict it to be a simple AR(1) model. We believe it is general,
yet simple enough to account for serial correlation of the estimation error in the loss differences
ALy, see the discussion in Appendix A2. We therefore suggest that the practitioner, unless for
having a good reason for an alternative specification, always uses the AR(1) model.

We further take the time-varying functions p{ 7] = 0,---,d to be deterministic functions of
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time. We use the following rescaling method. Let p;(-) be a functionon [0,1] and letfort = 1,---, T
olr=pj(t/T), j=0,1,---,d.

The notation Pi,T indicates that Pi,T depends on the sample size T and the domain of p/(-) becomes
more dense in t/T as T — oo. In other words, the time-varying coefficient functions p/(-) do not
depend on the real time ¢ but rather on the rescaled time points ¢/ T. Note that since the coefficients
of the autoregression in (4) are time-varying, AL; r is no longer stationary. Instead, we will show

that AL; 1 is locally stationary in the following sense.

DEFINITION 3. (Vogt, 2012). The process { Xy} is locally stationary if for each rescaled time point

u € [0, 1] there exists an associated process { X;(u) } with the following two properties:

i) {X¢(u)} is strictly stationary;

i) it holds that
1

t
+ T) Ui r(u) as.,

1Xer — Xi(u)]| < (‘T .

where {Uy,r(u)} is a process of positive variables satisfying IE [(Uy,r(u))°] < C for some p > 0 and

C < o independent of u, t and T. || - || denotes an arbitrary norm on RY.

In addition, we assume that the error process {¢;r,t = 1,--- , T} has the following structure:
Cer=0(t/T)ey, 5)

where ¢; is i.i.d. process having the property that ¢; is independent of AL, for s < t — 1. The-
oretically the requirement of the ii.d. errors is necessary to establish mixing of AL;r process.
Conceptually, recall that the correlation of AL (via estimation errors) is already accounted for by
imposing an autoregressive structure and therefore ¢; can be thought of capturing the remaining

unforecastable component. For the ease of exposition we write the model in (4) as follows:
ALy =Xirp (t/T) +0 (t/T)e, (6)

Where p(t/T> - (PO(t/T)/Pl(t/T)/ T /pd(t/T))T and Xt,T - (1/ A‘Ct—l,T/ AEl‘*Z,T/ T /Aﬁt—d,T)T‘
Finally we assume that p(u) = p(0) and o(u) = ¢(0) for u < 0, while p(u) = p(1) and o(u) = (1)
for u > 1. In what follows, we estimate the time-varying coefficient function p(¢/T) and time-

varying volatility function o (t/T) by nonparametric kernel techniques. In particular, using the
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notation Ky, (-) = K (-/h) /h for the kernel function, we estimate the model (6) in the following

way:

Step 1 : First estimate the mean function via the local linear nonparametric estimator. In particular,

define the following locally weighted least-squares objective:

~ T 2
6 (u) = argmin 2 Ky, (t/T —u) (Aﬁt,T — ZZﬁ)) , (7)
0 t=1

where Z,r = (Xy1,Xor (t/T —u))" and 0 = 6(t/T) = (o(t/T),p(t/T))".

Step 2 : Define the estimated error term @/T = ALy — ZtTT§(t /T). Then estimate the condi-
tional variance ¢%(t/T) by running the local constant nonparametric regression of QA%T on

the rescaled time t/ T, i.e.

T 2
0%(u) = argmin Y_ K, (t/T — u) (E%T - a) .

a =1
Remark 5. In the second-step estimation we use the local constant estimator, primarily because

contrary to local constant estimator (1) (with non-negative kernel), the local linear estimator 7 (u)

is not guaranteed to be positive.

Remark 6. Although 7 (u) is a second-step estimator, Fan and Yao (1998) analysed the asymp-
totic distribution of such an estimator and showed that its asymptotic distribution is identical to
that obtained via one-step estimation based on the true errors ¢;. This is an important result as
this allows one to select the optimal bandwidths £, h; independently based on the conventional

one-step procedures. We discuss the bandwidths selection procedure in section 4.

To state our assumptions and main theoretical results, we introduce some further notation. In

particular, we define the following two matrices:

Ii11 0

Q7 =E [xt,TXZT} e R+DxE+) " and  H =
0 hlld_;’_l

where I;,4 is the identity matrix of dimension (d 4+ 1) x (d + 1). We next state the first group of
assumptions.
ASSUMPTION Al
(i) The sequences p;, 07; and O satisfy o7 = p(t/T) +o(1), (Tf/T = 02(t/T) +o(1) and
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Qi1 = Q(t/T) + o(1) for some functions p(+), o>(+) and Q).

ii) The roots of the characteristic polynomial 8(7,z) = p1(T)z + - - - + p4(7)z? are inside the unit
(ii) poly 4 4

circle for all T € [0, 1].

(iii) The functions ¢(-) and Q(-) are bounded from above and from below, i.e. there exist con-
stants C, < o0, C,, < o0 and ¢y > 0, ¢y, > Osuch that 0 < ¢, < o(u) < Cr < o0 and
0<cw<Qu) <Cy < ooforallu € [0,1].

(iv) The functions p(-) and o (-) are Lipschitz continuous with respect to the rescaled time .

(v) The residuals {¢;} is an i.i.d. sequence having the property that ¢; is independent of X 1 for
s < t. Moreover, ¢; satisfies |E Ust|4+‘s ] < oo for some small 6 > 0 and are normalised such
that E [¢7] = 1.

(vi) The error term ¢; has an everywhere positive and continuous density f,. The density f; is

bounded and Lipschitz.

Assumption A1l lays out sufficient conditions for establishing that the process {AL; 1} can be
locally approximated by AL;(u) = X[ (u)p(u) + o (u)e;. Moreover one can also show that for each
u the process {AL;(u),t € Z} has a strictly stationary solution. Assumption A1 corresponds to the
assumptions (M1) — (M3), (£1) — (£3) and (E1) in Vogt (2012) under which he establishes these

results for a more general class of models, see Theorems 3.1 and 3.2 in Vogt (2012).

Remark 7. Note that assumption Al(v) for the error terms ¢; to be i.i.d. is required for es-
tablishing mixing properties of AL; 1t process. We believe, however, that this is a very plausible
assumption since the autoregressive structure of AL; captures the correlation of the estimation

error and ¢; thus represents the unforecastable component, see the discussion in Appendix A2.

To establish that the process {AL; 1} is geometrically f—mixing one extra assumption on the

density of the error term ¢; is required.
ASSUMPTION A2

(i) The density f fulfills the requirement:

/R fox) — fulx +a)]dx < Clal,
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where C is a constant such that C < co.

Assumption A2 corresponds to the assumption (E3) in Vogt (2012), which together with As-
sumption Al allows one to prove that the process AL; 1 is geometrically f-mixing, see Theorem
3.4 in Vogt (2012) for a proof of this result. Similar assumption can be found in e.g. Orbe et. al.
(2005), who establishes the mixing property of the time-varying AR(1) process. Finally, below we

introduce the rest of the assumptions that will be necessary to present the estimation theory.

ASSUMPTION A3

(i) The functions p(-) and o (+) are twice continuously differentiable with respect to the rescaled

time # and have bounded derivatives.

(ii) The kernel K(-) is a second-order kernel, which is bounded symmetric around zero density
function that has a compact support, i.e. K(v) = 0 for all |v| > C; with some C; < co. More-
over K(-) is Lipschitz, i.e. |K(v) — K(v')| < L|v —¢'| for some L < oo and all v,7" € R. In
addition, K(-) satisfies [ K(z)dz =1, Aj = [2/K(z)dz and vj = [ 2/K*(z)dz.

(iii) The bandwidths h; and h; satisfy the following conditions: as T — oo, hj — 0, Th; — oo and
Th} — 0. Similarly it holds that as T — oo, h, — 0, Thy — o0 and Th3 — 0.

Assumption A3(i) ensures that the resulting estimators p(-) and 72(-) are well-behaved which
will allow us to apply the kernel methods as well as the bootstrap methods later on. Assump-
tions A3(ii)-(iii) are standard assumptions on the kernel function and bandwidths, where we take
the kernel K to be the second-order kernel. Note that we work with equally spaced time periods,
however this is not strictly necessary. For instance, the theory will hold with slight modifications,
which we do not present here, for t;,i = 1,--- ,n such that {t;/T, i =1,--- ,n} is dense on a unit

interval. We next state our first main result.

THEOREM 1. Let Assumptions (A1)-(A3) hold. Then for any u € (0,1) it holds that

VT (H{8() ~0(u)} ~HBi(1))) = A (0, V().
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where

. 2 -1
By (1) = % (Azgz)(u)) and  Vo(u) = (VOU (”)OQ v )\221/2(72((31)01(14)) |

In step two we estimate the variance o?(u) by running local constant nonparametric regression of
squared residuals
_ 2
Ezt,T = [Aﬁt,T - ZETG(t/T)} , t=1,---,T

on the rescaled time t/T. Given that our test statistics based on eq. (1) or eq. (??) aggregates ji;(u)
over u € [0,1] weighted by its standard deviation, it becomes necessary to establish the uniform
convergence of 02(u) over the whole support of u rather than just establishing pointwise consis-

tency of o%(u). The next theorem states the uniform convergence rate for the second-step estimator

72 (u).

THEOREM 2. Let Assumptions (A1)-(A3) hold. Denote by I, = [by, 1 — by], where by is any sequence
satisfying hy /by — 0. Then the following holds:

2 (u) — o?(u)

sup
uec Ibz

— logT >
o n).

and with probability tending to one it also holds that

sup [02(1)| < Co < oo
uGIbz

where C, > 0.

3.1 Test Statistics

Provided with our new definition of ranking, it is then straightforward to state the null and alter-

native hypotheses. In particular, consider the EPA,:

T T
Hy : Zwtyt =0 vs Hj: Zwtyt # 0. 8)
t=1 t=1

In line with the discussion in section 2, we choose the weights w; to be inversely proportional
to the standard error of the estimate of y;. We might want to make it slightly more general by

allowing some extra (given) weighting ¢; such that w; o ¢;/se;, see section 2 for the detailed
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motivation of such a weighting. We form the test statistic corresponding to the above null by
replacing the unknown quantities with the respective estimators. We first define the (proportional)

local t-statistic, which we denote by T(u):

- LI X wpt >
Thl se M \/XT ﬁ (Ll),

and then the integrated (proportional) f-statistic is given by:

©)

1
Sp = / 2(u)du,
0

or a slightly extended version with an extra (given) weighting ¢ (u):

1 1
/ u)T(u)du, with &= /¢2(u)du
0 0

An example of ¢(u) is ¢(u) = 1 (u € I), where I could be a period of time that forecaster is
interested in, for example, recession times. In what follows we analyse the asymptotic behaviour
of St under the null as well as under fixed and local alternatives. The fixed alternative hypothesis

is given by
1
Hy : /T(u)du # 0.
0

In addition, to get a rough idea of the power of the test, we further examine a series of local
alternatives, i.e. alternatives that converge to Hy as the sample size T grows. In particular, we

define the sequence of functions 77 (u) given by:

Tr(u) = t(u) +cr A (u),

1
where cr — 0as T — oo, the function A is continuous and the quantity f u)du satisfies the null

hypothesis Hy. Under these local alternatives the process AL; 7 is given by

ALy =XT1p (t/T) +cr & (t/T) 0 (/T) /\/XE Q71 E/ T) X + G, (10)
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fort =1,---,T, and therefore under (10), we move along the following sequence of local alterna-

tives:
1

1
Hr: /TT(u)du = CT/A(u)du.
0

0
The statistic St under H; r gets smaller as the sample size increases and therefore the alternatives

H; T gets closer and closer to Hp as T — oo.

THEOREM 3. Let Assumptions (A1)-(A3) hold. Then conditional on the sample {Aﬁt,T,Xt,T}thl

under Hy,
VT (Sp —13Br) -5 N (0,1),
where .
T .
2 o(u \/xT X, (1)

The next theorem states the asymptotic distribution of the modified statistic S7..

THEOREM 4. Let Assumptions (A1)-(A3) hold. Then conditional on the sample {ALy,X¢1},

under Hy,

VT (Sf —KB}) -5 N (0,1),

where

1
/ AzXT( )P( ) _
B} = Z\F/ \/xT (u)du and D= O/qbz(u)du

We now turn to the theoretical results for the fixed and local alternatives. The next theorem

states that the bias-corrected statistic St diverges in probability to infinity under H;. This allows

me to establish consistency of the test against fixed alternatives.®

THEOREM 5. Let Assumptions (A1)-(A3) hold. Then under H;,
1
ST — ]’Z%IBT /A du = IA,
0

where |Zn| > 0, and By is given by eq.(11).

8This result also holds for the modified statistic S’T.
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We next examine the behaviour of St under local alternatives. The theorem 6 below states that

the asymptotic power of the test against local alternatives of the form tr(u) = t(u) +cr A (u)

1

with cr = 1/+/T and [ 7(u)du satisfying Hy, is constant for all functions A and is determined by
0

1

[ A(u)du.

0

THEOREM 6. Let Assumptions (A1)-(A3) hold. Let cr = 1/ T, then conditional on the sample
{AL;T, Xt,T}thl under Hy 1,

VT (Sp —3Br) -5 N (/A(u)du,l) ,

0

where By is given by eq.(11).

3.2 Sign Forecasting

We now present the theory for sign forecasting. We could also forecast the level of forecast losses,
however for the reasons outlined in section 2 we believe that the sign is more informative for
model selection. Given that our model (4) for AL; has an autoregressive structure, we may project
which model is likely to forecast better in the next period in the following way. Let F;r =
0 (ALs T, €5,7|5 < t) to be the sigma-algebra generated by the history of AL, r and €; 1, and recall
that the model for AL; is given by

ALy =X[p(t/T) +0o(t/T)ey, t=1,---,T (12)

where with some abuse of notation due to the meaning of T, xT denotes the transpose of x and
Xt = (1,ALi 1, - ,AL;_4)T and ¢ is a m.d.s. At the final point in the sample T we would like to

predict the sign of ALt 4, i.e. we would like to know:

T+1
<T> ere1 < 0|]:T> =

—XT 0 I+1
= Pr <€T+1 < W) = F(e). (13)

Here, given the autoregressive structure of the difference in losses, X711 € F7. Recall also that

T+1
Pr (A£T+1 < 0|]:T> = Pr <X%+1p <;> +0o
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p(u) =p(1) and o(u) = (1) for u > 1. It then holds from (13) that
Pr (A£T+1 < 0"/—'.]") =:F (S*(l)) ’

where ¢*(1) := —XT_,p (1) /0(1) is the standardised residual from eq.(12). Conditional on the
sample {Aﬁt}tT:l, we can estimate the conditional probability as follows:

Pr(ALrsq < 0) = E(8°(1)) :;in (a < —Xrﬁlﬁ(l))

o (1)

where £(1) is an estimate of ¢*(1). Therefore for a given sample {AL;}]; the practitioner can
calculate the probability of ALt of being negative. We state the theoretical result in Theorem 7
below, which allows the practitioner to calculate the probability as well as the confidence intervals

for this probability, which we call forecast intervals.

THEOREM 7. Let Assumptions (A1)-(A3) hold. Let Fy7 = 0 (ALst,€57|s < t) to be the sigma-
algebra generated by the history of AL 1 and €, . Then the forecast of the sign of ALt1 made at time T is

given by
VT [?(?(1)) — F(e(1)) — 1133(1@ 4 N(O,F (€ (1)) (1 - F(e*(1)) )), (14)
where N
Ba(1) = L5 X {B260)0(1) + 180251 |,
and T
F(e*(1)) = Pr(ALr1 <0)  and  e*(1) := _X(Zfaf;(l).

Remark 8. The bias term B3(1) is due to the estimation error of (1), which itself involves the

estimates of p(1) and ¢°(1), leading to a particular form of the bias in Theorem 7.

In the simulations (see Figure 8) we see that the sign forecasts perform quite well, forecasting
near to the true probability. In particular, the sign forecasts improve as we go later in the sample.
Because the bandwidth for the first estimation step for p is quite small in this particular example,
this improvement is not due to estimating p more precisely; instead it is due to approximating
the c.d.f. of ¢; better as we go later in the sample, using more data. In general, it looks as if the
difficulty of approximating the c.d.f. of ¢; is greater than the issues surrounding estimating p im-

perfectly. Also, because we are not interested in forecasting the level of the forecast loss difference
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next period, but rather its sign, our results are somewhat less sensitive to the imprecision caused
by using a two-sided kernel. In general, if the p.d.f. at the particular &* threshold is small, the
probability will not respond much to inaccuracies in p. One way to improve forecasts even further
would be to use the derivative of p(1).

In practice, we are only concerned about making predictions at the last point in time T. How-
ever, in one of our simulations and in all of our applications we will be producing pseudo out-of-
sample sign forecasting to assess the quality of our procedure. In our simulation, we derive the
true probabilities explicitly and compare it with our forecasted probabilities. In our applications
where the true probabilities are unknown, we use the following criterion to assess the quality of

our forecasts:

~ 1
Ci=——=

— 1(ALis1 <0) = PP (ALya < 0]AL) |, (15)

I~
1=

Il
I~

t

—b
where T = 100 is the first splitting point where we begin our evaluation, and Pr ‘ (+) denotes
the bias-corrected probability. If the forecasted probabilities were correct, then the criterion above
should on average equal to zero. The bias as well as the forecast intervals can be obtained via

bootstrap which we discuss in detail in section 5.

4 Bandwidth selection

In this section we briefly describe how we choose the optimal bandwidths /1 and h,. We start with
the optimal selection of the first stage estimation bandwidth /. The conventional way to choose
the optimal bandwidth is to construct the asymptotic mean squared error given by:

i

AMSE(in) = "3 w3 + el

Thy '
where Vp(u) is given in Theorem 1. Then minimising AMSE(h;) with respect to h; provides the
optimal bandwidth h‘ipt given by:

WP = {tr (Vo(u)) py 2|6i(u)]|; 2} /P17 1/2 (16)

However, note that (16) involves the unknown quantity 6(u) that therefore has to be estimated first
before the optimal bandwidth can be computed. Several other methods has been proposed in the
literature, one of which is multi-fold cross-validation see e.g. Cai, Fan and Yao (2000), Cai, Fan and

Li (2000) which takes into account the time-series structure of the data. More precisely, we first
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partition the data into Q groups (usually Q = 20), with the jth group consisting of the data points
with indices:
di={Qk+j, k=123,---}, j=0,1,2,---,Q—-1

We then fit the model and obtain the estimate of 8/ using the remaining data after deleting the jth
group. Now denote by Y_. the fitted values of Y; using the data with the jth group deleted. Then

the cross-validation criterion has the following form:

Q-1 12
my=Y ¥ [Yi— Y
j=0 icd
Alternatively, one can form variants of the cross-validation criteria based on the Pearson’s residu-

als:

CV1(h) = ZZ[Ylog{ ]} = Yd}]

j=0 ied

where in the above one would need to set 0log 0 = 0 to account for the cases when Y; = 0. Finally;,

another cross-validation criterion can be

Q-1 Y Yd

CV2(hy)

Minimizing the CV(h;) with respect to 1 then yields the optimal bandwidth h‘l)pt. In practice, and
in general, as established by Cai, Fan and Li (2000) the cross-validation is not too sensitive to the
way the data is partitioned. The second-stage estimation procedure of estimating the conditional
variance ¢ (u) via the local constant estimator is very standard, and the optimal bandwidth /5"

estimated via conventional least-squares cross-validation, see e.g. Li and Racine (2007) for details.

5 Bootstrapping St

Theorems 3-6 allow one to conduct inference for S, as the distribution of the test statistics is the
simple standard normal distribution. Note also, that the test statistic St is a nonparametric statis-
tic, however through aggregation it converges to A'(0,1) with the standard parametric /T rate.
The bias term in Theorems 3-6, however, contains unknown quantities, such as p(u). Although it
is possible to estimate these unknown quantities, replacing them with the consistent estimates will
further result in approximation errors. We therefore choose to bootstrap the statistics, which will

automatically allow me to estimate the bias without estimating the unknown quantities. In what
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follows, we discuss the bootstrap procedure in the context of Theorems 3-6, however the same
methodology will be applied to obtain the bias and the forecast intervals in Theorem 7. We set up
the fixed regressor wild bootstrap procedure to account for the time series structure of the data. In

particular, the wild bootstrap sample, which we denote by {AL} , Xt} ,, where

* 5 o2 (t/T .

i =X /1) My i 17)

where x = flgb(u)du and

0
1
T ~

Mt = / Wdu and V(u) = a2(“)xtT(U)ﬁ_1(u)Xt(u) as)

0

The bootstrap residuals are constructed as follows:

Sir = Ci1t,

where &1 1= ALy — 1 (t/T) = ALyT — X{10(t/T) are the estimated residuals and {r;}{_; is
a sequence of i.i.d. variables normalized such that it has zero mean and unit variance and is in-
dependent of {AL;T, Xt,T}thl- We further choose 7; to have a Rademacher distribution. Finally,
pg(u) denotes the oversmoothed version of p, where the bandwidth g is required to satisfy the
condition g > h;. We make this requirement precise in Assumption B below. Provided this de-
scription above, note that all quantities in (17)-(18) are known and one can simulate AL} r according
to (17)-(18).

The intuition behind construction of the mean function of AL} 1 given by (17)-(18) is such that
the bootstrapped sample {AE;T,Xt,T}thl imitates the model under the null hypothesis whether
the alternative hypothesis is true or not. Therefore the distribution of the bootstrapped statistic
S%, stated below, mimics the distribution of St under the null hypothesis regardless whether the
null holds or not. Note that there are multiple ways to achieve this goal, however we believe our
strategy is the simplest. Given the bootstrap sample {ALj , X¢r}L,, we define the bootstrapped

test statistics S7 as follows:

1
L [ X u u) =oc*(u w) O~ (1) X4 (u
ST—O/ D V) =7 Wy X 00 X (),
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where

T 2
p*(u) := argmin ) _ Ky, (/T —u) (Aﬁfj — XZTa) ,

a =1

and defining QA't* T = AL} — i}, we further have that 0™ (u) is given by

Erwmn (@)

7 (u) =

T
L Ko (+/T 1)
=

We next state the Assumption on bandwidth g as well as our next result theorem states that the

wild bootstrap described above is consistent.
ASSUMPTION B. The bandwidth g is such that h; /g — 0 and Th}/g* — 0.
Remark 9. In practice, we suggest setting ¢ = hylog T.

THEOREM 8. Let Assumptions (A1)-(A3) hold. Then conditional on the sample {AL; T, X1}, with
probability tending to one
VT (85— 8* —13Br) -5 N (0, 1),

where By is given by eq.(11). In other words, P* (S — S* — hiBr < x) Ly @(x), where ®(x) is a Gaus-

sian distribution function with zero mean and variance 1.

Once the wild bootstrap is set up, the size and the power of the test in the next section will then
be calculated as follows. We denote by S, the value of the test statistic St in the n-th simulation,
and let S7, , be the value of the bootstrap statistics St in the b-th bootstrap sample generated
in the n-th simulation. We denote by G;; the empirical distribution function calculated from the
sample of the bootstrap values in n-th simulation, i.e. of {S%,n,b}ll;:l' Then the actual size of the
test statistics can be calculated as follows. Given a fixed nominal size a, for each simulated sample
n € N, calculate the (1 — «)-quantile of G}, denoted by g; ,. Finally we compute the actual size

and power corresponding to the nominal level « as

N

1 *
N :1]]. (ST,YZ > qa,n) .

n
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6 Simulations

In this section we provide the simulations’ results for the size and power of our test statistic St as
well as demonstrating the sign forecasting methodology. We start by investigating the size of our

test St.

6.1 Test Statistics: Size

For all simulations we set the number of simulations N = 1000 and we vary the number of boot-
strap replications, B, between B = 500, B = 750, and B = 1000. We start with replicating two
alternatives from Giacomini and White (2006) that constitute our null hypothesis. In particular we

simulate the loss difference AL; as the following AR(1) process:
H":  ALi=u(1—p)+pALi1+e, & ~iidN (0,1) (19)

For each of n € N simulations we generate a sequence of loss differences AL; of length T = 150
according to (19), starting from the initial value of AL; that equals the difference of squared errors
for forecasts of the second log difference of the monthly U.S. consumer price index (CPI), CPly16:12
implied by two models: i) a white noise; and ii) an AR(1) model for CPI estimated over a window
of size m = 150 using the data up to 2016:11. Moreover, we consider the scenario with zero
unconditional mean and p(0,0.05, - - -, 0.9).9 Table 1 shows the simulated actual size for different
levels of the nominal size « = 0.01, 0.05, 0.10, 0.15.

(1)

Table 1: Actual size versus nominal size of two-sided St for Hy; .

Bootstrap size/ nominal a a = 0.01 a = 0.05 a = 0.10 a = 0.15

B =500 0.012 0.072 0.117 0.162
B =750 0.009 0.062 0.107 0.156
B = 1000 0.009 0.057 0.104 0.151

For the second null hypothesis, also borrowed from Giacomini and White (2006), for T = 150

we generate the sequence of loss differences as follows:

(2. _ H _ ~ 1
H;” - ALy = (=) (St—p)+e, & ~iidN(0,1), (20)

9We present the results for p = 0.2 only as varying p virtually leaves the results unchanged.
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where S; = 1 with probability p and S; = 0 with probability 1 — p, with p = 0.5. We thus have that

the unconditional mean E [AL;] = 0, however

u/p it S=1

E [AL:|S:] =

Table 2 shows the simulated actual size for different levels of the nominal size « = 0.01, 0.05, 0.10, 0.15.

(2)

Table 2: Actual size versus nominal size of two-sided St for H; .

Bootstrap size/ nominala  a« =001 =005 «=010 «a=0.15

B =500 0.020 0.048 0.108 0.160
B =750 0.018 0.052 0.107 0.154
B = 1000 0.015 0.050 0.103 0.150

We next simulate the data for AL, 1 for the sample of length T = 1000 under ]I—I(()a) such that

mean is time-varying;:
HY . AL ="(t/T) + 0" (t/T)ALy 17 +0(t/Ther, &~ N(0,1),

and
P%(u) =sin (8mu), p'(u)=0 Yu and o(u)=1 Vu

Under ]I—I(()3) the mean of AL; is time-varying. The mean performs four full sine cycles over the
course of our sample, so that over the whole sample the overall mean is also zero by symmetry.

For simplicity we set the variance to be constant throughout.

)

Table 3: Actual size versus nominal size of two-sided St for H;;™.

Bootstrap size/ nominal«  a = 0.01 x=005 a=010 «a=0.15

B =500 0.015 0.065 0.107 0.150
B =750 0.014 0.061 0.105 0.145
B = 1000 0.012 0.060 0.105 0.145

The above tables show that the actual size is very close to the nominal size for all levels and
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for all nulls under consideration. The results are stable regardless of the number of bootstrap
replications B.

6.2 Test Statistics: Power
We start by replicating two alternatives from Giacomini and White (2006) that also constitute alter-
natives for our test. The first alternative simulates the loss differences AL; according to (19) such

thatp = 0and u = (0,0.05, - - - , 1). We fix the nominal size of the test to be 5%. Below we show the

power curves when applying our one-sided and two-sided tests as well as Giacomini and White

(2006) test.
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Figure 3: Power curves under alternative ]Hgl) .

We next consider another alternative that we borrow from Giacomini and White (2006) paper.

In particular, we again generate the loss differences AL; according to (20), where we vary d =
= (0,0.1,---,1). Note that d represents the difference in expected loss between two states.

p(1—p)

M
We apply our general test ST by setting the choice weighting functions to be the states of the
world, i.e. we set ¢; = S;, conditional on the states of the world S;. In this case (20) constitutes an

alternative for our null as well. We plot the power curves below.
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Figure 4: Power curves under alternative ]ng).
We now investigate the power of the test under several fixed alternatives that exhibit time
variation of the mean/variance process. We deliberately design the set of these alternatives to be

similar to our earlier time-varying null ]H(()3), however we add one additional feature that makes

for a deviation from the null. Under the first alternative H—Igl) we simulate the data as follows:

ALir = p°(t/T) 4+ o (t/T)AL; 11 +0(t/T)er, &~ N(0,1),

where
o°(u) = sin (87tu) +0.1, p'(u)=0 Yu and o(u)=1 Vu
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Figure 6: Data generating processes (DGP) under the null ]I—Ié3) as the corresponding alternatives ]ng), II—I§3)

and ]Hf)). The red lines represents the true mean function p;.

Under Hgl), we add a small intercept to the curve of the mean from the null. The deviation is
hard to differentiate visually due to the variance around the mean, and the mean still goes above
and below zero, with relative performance overtaking back and forth.

Under ]ng) we leave the mean the same as under the null and change the variance in a way that

all upswings of the sine function are volatile and downswings are more volatile, more precisely:
ALy = p°(t/T) 4+ p (t/T)ALi 1 +0(t/Tey, &~ N(0,1),

and where

0% (u) =sin (87tu), pl(u) =0 Vu,
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and setting w = T/8, the local variance is given by

1 Yue[l+kw, (k+1)w] for k=0,24,6.
o(u) =

1.5 Vue[l+kw, (k+1)w] for k=1,3,5,7.
Note that although the mean function under ]ng) is the same as under Hj, due to the changes
in the variance, the upper swings shall receive more weight as they are less volatile, while the
opposite shall hold for the downswings. As the result, we expect the overall statistic to be positive,
pointing towards the preference of model 3 versus the model A.
Finally, we consider the alternative H—If’) that allows for a break in the mean function. In partic-

ular, under I[—I%B) we simulate the data as follows:

ALyt = (t/T) +p (t/T)ALs 17 +0(t/T)er, e~ N(0,1),

where p'(u) =0 Vu and o(u)=1 Vu,and

0 sin(87tut) forue[1,T/2],
p(u) =
sin(8mu) +0.1 foru € [T/2+1,T)].

This alternative highlights the ability for our statistic to deal with breaks. Here the deviation to the

null is smaller than the first alternative where the intercept added is throughout the whole sample.

T: S if i i -
Table 4: Mean of Sy able 5: Power for different alternatives with two

sided null.

Alternative  E (St) Nominal size ]I—Igl) ]ng) H—Igs)
HY 3.08 =001 075 060 024
]ng) 2.8 a = 0.05 0.88 0.64 0.38

3) « = 0.10 0.94 0.75 0.50
H, 140 x =0.15 0.97 0.85 0.57
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Figure 7: The figure plots the power curves for different alternatives. The dashed blue line depicts the

power curve under ]I—I§3) , the dashed violet line depicts the power curve under ]ng), and the dashed red
(1)

line depicts the power curve under H; .

Figure 7 shows that our test has a very good power at any nominal level and is capable of de-
tecting relatively small deviations from the null. We finish this section with the following thought
experiment. Assume that the true data generating process for AL; is indeed as under one of the
considered alternatives ]Hgl), ]ng) or 1H§3). Assume that researcher applies any currently available
test, e.g. Diebold and Mariano (1995) test or Giacomini and White (2006) test to decide whether
competing models have equal forecasting performance. As with any existing out-of-sample test
the researcher would have to choose the splitting point. Table 11 displays the results of apply-
ing these tests as function of the cutoff point p, which is a fraction of the sample length used for

forecast evaluation to the sample length used for the model estimation.
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Table 6: Results of applying standard tests under different alternatives.

Results when AL; is simulated according to H—Igl).

p-value/Cutoff p 0.1 02 03 0.4 0.5 06 07 08 0.9 1

DM (1995) 0.419 0.170 0.624 0.002 0.042 0.033 0.310 0.040 0.207 0.026

GW (2006) 0.011 0.010 © 0 0 0 0 0 0 0

Results when AL; is simulated according to IHS).

p-value/Cutoffp 01 02 03 04 05 06 07 08 09 1

DM (1995) 0.524 0.205 0.098 0.031 0.012 0.219 0.146 0.924 0.609 0.057

GW (2006) 0.586 0.206 0.100 0.010 0.024 0.035 0.010 O 0 0
(1)

Results when AL; is simulated according to IH; .

p-value/Cutoffp 01 02 03 04 05 06 07 08 09 1

DM (1995) 0.484 0.194 0474 0.014 0.408 0.062 0.065 0.136 0.9496 0.017

GW (2006) 0.090 0.100 0 0 0 0 0 0 0 0

Note: The cutoff point p is defined as a fraction of the evaluation to estimation samples, i.e.
p = T»/T;, where T, is the length of the sample used for forecast evaluation and T; is the length
of the sample used for estimation. The values in the table present the p-values from the test at
the nominal level & = 5%. The p-values in bold indicate rejection at the nominal size & = 5%.
DM abbreviates Diebold and Mariano (1995) test of equal predictive ability and GW abbreviates
Giacomini and White (2006) test of conditional predictive ability with h; = [1, AL;_1]'.

Table 11 shows that the conclusion of the tests, especially Diebold and Mariano (1995) test, can
change depending on the splitting point when applied to our alternatives. Giacomini and White
(2006) test suffers less from the splitting point problem and with a reasonable estimation sample
delivers consistent results. Interestingly, for many splitting points Diebold and Mariano (1995) test
does not reject the null of equal predictive ability, while Giacomini and White (2006) test does reject

the same null'’. This is indicative of changing relative performance as we knew ex-ante, hence the

10Note that this result is not specific to Diebold and Mariano (1995) test, but in fact to all existing tests that derive
from it, including superior predictive ability tests, see White (2000), Hansen (2005) as well as Model Confidence Set test

by Hansen et.al.(2011).
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existing methodology based on constant relative performance is inappropriate. We stress that the
presented thought experiment is not a reflection on the tests as they were not designed to deal with
the world of changing relative performance, but rather to highlight the dangers that the researcher

runs into when applying existing tests that rely on inappropriate assumption.

6.3 Sign Forecasting

In this section we assess how our methodology for sign forecasting, described in section 3.3, per-
forms with a known data-generating process. In this case the true probability Pr (AL71 < 0) is
known. For simplicity, we choose the 1[—163) as our true data generating process for AL; and forecast

the probability Pr (ALr41 < 0), starting from T = 100.

One-step ahead sign forecasting

1 e e '.I. . T o7 o T T . T T T oo

Pr(ALy, <0)

100 200 300 400 500 600 700 800 900 1000
Time horizon

Figure 8: The red line plots the true probability Pr (ALr1; < 0) and the blue dots represent the estimate
Pr(ALri1 <0).

Figure 8 plots the true probability Pr (ALt < 0) against its estimate Pr (AL7; < 0), where
for each point on the curve the data up to T is used, where T = 100, - - - , T. Overall, the estimated
probability is quite close to its true value and becomes more precise the more data is used for
the original estimation. This happens primarily due to the c.d.f. of the error term €; being better
estimated towards the end of the sample as more data is used. At the final point in the sample, we
forecast a probability of 0.3829 with a corresponding forecast interval of [0.3520, 0.4200]. Finally,
applying our criterion, given in eq. (15), we get C = —0.052, which points to the fact that on

average our estimated probability Pr(AL74q <0)is on average overestimated by approximately
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5.2%.

7 Application

In this section we apply our proposed methodologies to the data. We first go back to the motivating

example we presented in the introduction in Figure 1.

7.1 Motivating example in the Introduction

We consider the daily IBM returns spanning 03/01/2006-29/12/2016 and use two models to fore-
cast daily variance: GARCH(1,1) model with Gaussian errors and GARCH(1,1) model with Student-
t errors. The forecast loss is taken to be the squared error, see eq.(3) and constructed via the recur-
sive scheme described in Section 2. We compute the 5 minute realized volatility series from the data
and it is taken to represent the "true” daily variance. We define AL; tobe AL, := (85)° — (EtG)z, ie.
we subtract the squared error produced by the GARCH(1,1) model with Gaussian errors from the
squared error produced by the GARCH(1,1) model with Student-f errors. Once the {AL;} has been
constructed, we apply our proposed two-step nonparametric procedure using AR(1) time-varying

coefficient model (4) to estimate the corresponding time-varying mean and variance. Figure 9

depicts i; and 67 and 7(t/T) calculated via eq.(9).
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Figure 9: Plots of the estimates of 7, ji; and cATf for IBM data, 2006-2016, using squared error loss and
recursive forecasting scheme.

Recall that each corresponding ji; is weighted by the inverse of the standard error of fi;(u).
One can approximately take the weight to be 1/0;. Hence whenever a spike occurs in the relative
forecasting performance (represented by the violet dashed lines), the y; in those periods get down
weighted. We next calculate the test statistic St. Tables below show the critical values of two-sided

and one-sided Sr test, specific to this application.

Table 7: Critical values for St.

Quantiles 0.005 0.025 0.05 0.075 0.85 090 0.925 0.95 0975 0.99 0.995
Cr. values —248 —-190 —-164 —-137 1.00 143 161 172 210 260 277

Note: The critical values are calculated via the wild bootstrap and are specific to the application at
hand.

The value of the test statistic in this application example is St = —26.33. Provided the critical
values in Table 12, when the null of Equal Predictive Ability is tested, it is rejected at all levels of
significance. Under the one-sided null of Superior Predictive Ability, the null is not rejected for
all significance levels, indicating that there is no evidence that the GARCH(1,1) model with nor-
mal errors is superior to the GARCH(1,1) model with Student-t. Under remark 4 the practitioner
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should default to choosing GARCH(1,1) with Student-t errors for forecasts. If supposing we test
the opposite one-sided null, we find evidence that GARCH(1,1) with Student-t errors is superior
to GARCH(1,1) with normal errors at all levels.

Below we present the results of our pseudo out-of-sample sign forecasts.

One-step ahead sign forecasting
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02 ' e
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Time horizon

Figure 10: One-step ahead sign forecasting for the motivating example in the introduction.

We see that primarily, the probability of the GARCH(1,1) model with Student-t errors outper-
forming the GARCH(1,1) model with normal errors is relatively high for most points in time with
a few exceptions. Finally applying the criterion given by eq. (15) we get the value C = —0.033,
indicating that our forecasted probabilities are on average overestimated by 3.3%. At the final
point in the sample, we forecast a probability of 0.3129 with a corresponding forecast interval of
[0.2700, 0.3540]. Interestingly, this probability does not conclude that GARCH(1,1) with Student-
t errors should be selected. This highlights the randomness inherent in forecasting next period

probabilities. In this case, our two approaches would select different models for forecasting.

7.2 Comparing parameter-reduction methods

In this section we condider an application similar to that considered in Giacomini and White (2006).
We consider the “balanced panel” of the dataset FRED-MD, consisting of 128 monthly economic

time series measured over January, 1959 - August, 2017, and apply the same transformations to the
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original series, as documented in Appendix to the dataset!!. In particular, compared to Giacomini
and White (2006), we extend their dataset to the August of 2017. We replace the sequential model
examined in Giacomini and White (2006) with lasso to avoid multiple sequential testing. We then
use several parameter-reduction methods, described below, to construct 1-month ahead forecasts
of four US macroeconomic variables: two real variables - industrial production (abbreviated IP)
and real personal income less transfers (abbreviated RPI); and two price indices: consumer price
index (abbreviated CPI) and producer price index (abbreviated PPI).

All forecasting models project the k—step ahead variable of interest ), onto time  predictors
AX; and lags of the variable of interest )}, V;_1, - - - . We next describe the forecasting methods.

The full model for the k-step ahead forecast of the variable of interest )} is as follows:

Viek =a+BX + 711 Ve + 712 Ve1 + -+ Y6 Vi—5 + €4k (21)

where &} contains all 135 predictors from the FRED-MD dataset. To overcome multicollinearity in
X, we follow Giacomini and White (2006) and replace the groups of variables in X; whose corre-
lation is greater that 0.98 with their average. The new &} contains 120 predictors.

The first method considers the full model (21) and applies lasso to determine the relevant

predictors. Denote by Zy = (X[, Vi, Vi-1,---,Vi—5)’, then lasso estimates the parameter vector

0= (&, 8, 71,72, ,76)' by solving

~

6= argmin{ = Y- 07+ /\||9Hl},
feRd =1
where d is the dimension of the parameter vector 6 and || - ||2 and || - ||; denotes the L,- and L;-
norms respectively.
The next model we consider is the diffusion index method (abbreviated DI) that first uses prin-
cipal component analysis to estimate j factors F; from the predictors X; and then considers the

reduced model given by:

Viek=a+BE+711Vi+ +7pdi—p + erin

where the lag length p is selected by BIC and the number of factors j is chosen by applying
Onatski’s (2009) test.

11The FRED-MD dataset is collected and constantly updated by the Federal Reserve Bank of St. Louse and can be
found online with the following link. For the variables we consider in this paper, the transformations are as follows: the
first log difference for RPI and IP variables; and the second log difference for CPI and PPI variables.
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The Bayesian shrinkage method (abbreviated Bay) considers the full model (21) and applies
Bayesian estimation with Normal-Gamma priors for the coefficients. Moreover, the Bayesian es-
timation is coupled with the use of the Elastic Net as a more stabilized version of lasso, see Zou
and Hastie (2005), that also allows grouping effects. In particular, the Elastic Net estimator 6 of the

parameter vector 0 = («, 8/, 71,72, - - - ,76)' is the solution of the following minimization problem:

=N ) 1 T d d
6 = argmin —22 GIZt)2+A12]9j\+A2 202,
feR4 t=1 j=1 j=1
where d is the dimension of the parameter vector 0 and Z; = (X}, Vi, Vi1, -+, Vi—s5)’. We follow
Korobilis (2013) for setting the priors. In particular, the Bayesian prior for 6 in the above penalized
regression is
Z |0 |—* Z 07
7(0]0?) ~ eJ* ,

and for the shrinkage parameter 7;,j = 1,- - - ,d the hyperprior on sz is given by

)\2
7'£(T]-2|)\fi') ~ Exponential <21> , for j=1,---,d,

which leads to the prior of the parameter vector have the following diagonal covariance matrix:

(62 +2) "
(B2 +1) "

(T4 +A2) -

(T2 +22) "

The benchmark methods are the autoregressive model (denoted by AR) given by:

Virk =+ + Vi1 + -+ YeVi—5 + €14k,

where p is selected by BIC and 0 < p < 6, and the random walk model (denoted by RW) in levels,
corresponding to the forecasting model in differences Y,y = «a + €k, which therefore captures
just the unconditional mean of the variable of interest. We use the squared error as our loss func-
tion for evaluating the forecasts and construct the time series of losses for k = 1 month according

the recursive scheme, described in Figure 2 with T = 100.

Our one-sided test St tests the null of SPA, against an alternative of inferior predictive ability.
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The loss differences are constructed from the loss of the model from the column model of our table,
minus the loss of the model from the row model of our table. Therefore, a negative test statistic
is indicative of SPA of the column model versus the row model, whereas a positive test statistic is
indicative of the inferior predictive ability. Our decision rule is to select the column model when-
ever there is not significant evidence to reject the null of SPA. Otherwise we select the row model.
We highlight the cases when we reject the null of SPA in bold. We also identify that in general, the
Bayesian model performs consistently poorly for all four variables. Conversely, the Random Walk
model performs in general the best, except for forecasting personal income where it is insignifi-

cantly worse than the AR model.

Our two-sided test allows us to construct our overall ranking for models. The results are pre-
sented in Tables 13-14. Significant rejections in either direction of our null is highlighted again in

bold. For each of our variables of interest, we obtain the following rankings:

¢ Personal income: AR > RW> DI > Lasso > Bay;

Industrial production: RW > Lasso > AR > DI > Bay;

Producer price index: RW>Lasso > DI > AR > Bay;
¢ Consumer price index: RW > Lasso > DI > AR > Bay.

In the above, > indicates an insignificant superior ranking and > indicates a significant supe-
rior ranking. We remark that for all four variables, the Bayesian shrinkage method is consistently
the worst in terms of its forecasting ability for k = 1 month, and significantly so for industrial
production and the consumer price index. Conversely, the random walk model performs the best
(followed by lasso), for all variables except personal income where the AR model is insignificantly

ranked higher.

We now proceed to applying the sign forecasting methodology, described in Section 3.3. For
each of the variables we report the forecasted probability Pr(ALr.1 < 0) at the end of the sample
as well as the associated forecast interval [1/:\11, ﬁu] Also, for all variables we perform our pseudo
out-of-sample sign forecasting exercise, starting with T = 100, and report the value of our criterion
C. Results are presented in Table 15. From the results in Table 15 we can infer our ranking of models
based on forecasted next period next period performance. We do so in the following way. We say
that model A outperforms model B, denoted as A > B, if FI; > 0.5and A > B if 0.5 € [FI;, FI,]
and Pr (AL#8, < 0) > 0.5. Using the above described notation the ranking is as follows:

¢ Personal income: Lasso > AR > RW > DI > Bay;
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¢ Industrial production: Lasso > AR > RW > DI > Bay;
¢ Producer price index: AR > Lasso > RW > DI > Bay;

¢ Consumer price index: AR > Lasso> RW > DI > Bay,

This ranking is to some degree similar to the ranking based on average past performance.
In particular, at the bottom of our ranking we see that the Bayesian shrinkage method performs
consistently the worst out of all models for all four variables. The diffusion index method (DI)
performs also generally poorly, which is again consistent with our metric for past performance.
One likely explanation of the poor performance of the DI method is the potential for overfitting,
which translates into poor out-of-sample forecasting. The reason for the latter is that, in addition
to the lags of the forecasted variable, the DI model also includes the k common factors extracted
from the whole dataset, which might be irrelevant for forecasting in any particular period.

Interestingly, our sign forecasting approach to ranking indicates that the random walk model
is not the best model for next period forecasting, as it is always dominated by either the lasso
or the autoregressive model. In the case of the autoregressive model, it is likely because the au-
toregressive model can account for serial correlation in loss differences, which sometimes is the
dominant feature in the data. Likewise, it appears that some of the time the lasso model is bet-
ter able to capture next period performance than both the autoregressive model and the random
walk model. We can also infer that our average performance metric, especially due to the weight-
ing we employ, favors models that perform well consistently and with low variance over models
that perform very well some of the time but not so well the other times. Hence the random walk
model, as the conservative choice out of our selection of models, is often the best by our average
performance metric. However forecasting one period ahead, we see it is the case that either or the
autoregressive model will outperform. For the sake of brevity, we present the results for longer

horizons, k = 6 and k = 12 months in Appendix C.
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8 Concluding remarks

In this paper we address the issue of forecast evaluation and forecast selection in unstable envi-
ronments. Existing out-of-sample tests often suffer from low power, and in unstable environments
they can generate spurious and potentially misleading results. We address the possibility of unsta-
ble environments explicitly, and provide two methods by which to inform the selection of models
for future forecasts. Importantly, our new methodology is no longer reliant on a sample splitting
point, which is directly connected to the two limitations of the existing out-of-sample tests. We
demonstrate that our methodology performs well across a variety of applications, and our test has

high power against a range of fixed and local alternatives.
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Appendix Al.

Consider the following hypothetical example. Assume the true data generating process for {y;}1_,

follows an AR(1) process:
Ye=pYi—1+¢, & ~iid.(0, 0*2), lp| < 1.

Assume one uses two simple models to forecast y; one-step ahead:

e Model A uses gtﬂ‘t =0 forall t=1,---,T asa forecast for y;;1;

* Model Buses y;; =0.1 forall t=1,---,T as a forecast for y;1;

Assume also that the forecaster uses the mean squared error (MSE) as the loss to assess the quality

of the forecasts, i.e.
~ 2
LA =E [(yt+1 ) U:t} = P’y + 07,

and
~ 2
L8 =B [ (g1 = Fevne) 11| = 023+ 0* — 02001 +0.01,

and therefore
ALPB = £ — £F =0.01 - 0.20y;. (22)

From eq.(22) it then follows that

ALMB <0 if  y >0.05/p,
ALAB >0 if y <0.05/p.
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Appendix A2.

This appendix provides the discussion that motivates the model (4) in Section 3. We start by show-
ing in a stylized example that under recursive estimation scheme the loss difference AL; t forms
a varying-coefficient autoregressive process. Although the presented example is quite stylized, it
is nevertheless quite representative and we believe that similar logic will apply to a variety of sce-

narios making our methodology applicable in a variety of circumstances.

Consider the following scenario: at time t — 1 researcher produces point forecast of a variable of
interest y; using two regression models generically denoted by .A and B, the recursive estimation
scheme, and x; as predictor.'? The models differ in the way parameters are estimated. The forecasts

made at time t — 1 for y; are given respectively by
:/V\;Tlt—l — xifft; and ?ﬁt—l = Xt 4
Assume the researcher picks the squared error as her loss, i.e.
LA = (ye — 1) = (e — xeBita)* = &)

and

LP =yi— %,y = (v — xBpy) = (&)

such that the loss difference at time f is given by:
ALAB .= i — B = (81?2 — (812
Recall that the parameters for both models are estimated recursively and therefore we can write:
Bt = Bl + i (yt - xt,giq) , i=ADB, (23)

where 1! is the estimator gain coefficient. For simplicity and tractability of the results to follow we

consider 7' = 7B = 9, although the results will carry through even without this simplification.

12We condider single regressor solely for simplicity.
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Consider now the loss difference next period:

B = £ £ = (o= x) = ()’ -

—~ —~ 2 —~ ~ 2
= (I/t — X [ﬁtA—z +Y-1{ye1 — xHﬁf_z}]) - (yt — Xt {/3?—2 + Y-y — xtflﬁ?—z}D =
2 2
= {5?4—1(1 = Ye-1Xt) + Ay — Axtﬁfl—l} - {gf_lﬂ = Ye1xt) + Ay — Axtﬁ?—l} :

To analyse the above formula further, denote by Tti = Ay; — Axtﬁifl fori = A, B. Then

ALHE = (1 - x71)? {(@f‘1>2—<??1>2}+2<TA5¢41 TBES ) + (TAY — (1F)? =

= (1= xpy-1)?ALAE + (T84 — TPeP ) + (T — (TF)* =
= o ALLE + (TeA, — TPEP ) + (TH)? — (TF)?,

which then further justifies our autoregressive modelling strategy for AL in (4) and due to time-
variation of the autoregressive coefficient it further follows that AL; 7 is locally stationary process.
Moreover it follows that p; = (1 — x;9;_1)?, and one can then think of our specific modelling choice
of p; in (4) as

1>E [(1 - xm,l)z] = p(t/T).

We now further discuss the choice of the weighting scheme in our test statistic St. In particular,
in what follows we will show that ¢(t/T) provides a proxy for the variances of the estimation
errors. To facilitate our discussion further we make one more simplification, in particular we take

x; = 1in our stylized example above such that AL, 1 is given by:

—~ 2 ~ 2 ~ -~ 2
AP =it — cf = (yt 13?4—1) — (yt — ﬁ?—l) = (yt — By — vy — 5ﬁz}> -
R R ) R 2 2
- (yt —BE, — vy — [3?—2}) = <(1 — Y1)E + Ayt) - ((1 —Y-1)E g+ Ayt) =
= Ay + (1= 71-1)*ALEE + 28y (1 — 744) (514_1 —5?—1> =
= PtAﬁfg + Ay + 28y (1 — v4-1) (3?471 —/‘5\51) .

Let ‘th,m := var(Bi — B) denote the variance of the estimation error for model i, i = A,B. It is

therefore straightforward to show that

var (AL 7|ALi—1,7) o (UEW + (T,M)
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Appendix B.

This Appendix presents proofs of the theoretical results. Throughout the proofs for brevity of no-
tation we will drop the second subscript in the triangular array notation, i.e. for any variable X; r
we will just write X;. Moreover, throughout the Appendix, the symbol C denotes a universal real

constant which may take a different value on each occurrence.

Before the proofs of the main result we introduce a definition and an auxiliary lemma that we

will use throughout.

Definition 1. (Shao and Wu (2007)) Let (&t)tcz be a sequence of i.i.d random variables and let

Yy = g(+--,e-1,€0,€1, -+ ,€), where g(-) is a measurable function. Let (&})icz be an i.i.d copy of

(et)tez; let Y = g(--- €1, €5€1,- - , &) be a coupled version of Y;. We say that Yy is geometrically

moment contracting of order «, denoted GMC(w), if there exists a constant C > 0and 0 < p = p() < 1
such that for all t € IN it holds that

E[Y; — Y7 |*] < Cp'. (24)

The inequality in (24) indicates that the the process Y; forgets its past geometrically fast. Impor-
tantly, it is straightforward to verify that the processes described by (4) are GMC without imposing

any additional assumptions. We state and prove this in the lemma below.

Lemma 1. Under Assumptions A1-A3, the process described by eq. (4) is geometrically moment con-
tracting (GMC).

Proof of Lemma 1. The process in (4) can generically be written as follows:
Yy =90 (t/T)+T(t/T)Y;—1 +0(t/T)g,

where yo(t/T) = (po(t/T),0,---,0),Y; := (AL, ALy, AL, - ,AL;_4) and g, = (&4,0,---,0)".
Finally the matrix I'(¢/T) is given by:

(01(t/T) p2(t/T) -+ paa(t/T) palt/T)]
1 0 0 0
T(t/T) =
0 0 1 0 |

Let Y/ be a coupled version of Y; in the sense described in Definition 1. For a square matrix A we
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denote by A(A) its largest eigenvalue. It then holds that

1Ye = Y7 < AE/T) Ve = Y || S ATE/T)HAT((E=1)/T)Ye2 = Yol < -
S AMI(E/THAT((E=1)/T)) - - A0)[[Yo — Y5

Taking expectations of the above expression we get:

d N\t
Bl -7 < ( X7) ElYo- %51 =0 (s'),
k=1
which establishes the proof of Lemmal. W

Lemma 2. Let Y; € R" be geometrically moment contracting (GMC) process of order « in the sense of
the Definition 1. It follows that Y; Y[l is also GMC of order a.

Proof of Lemma 2. Denote by Y;* € R” the coupled version of the original process Y;. Provided
that Y; is GMC of order «, the following holds:

Yo = Yr (V) lase < 1Y = YY) a2 + 1Y (V)T = Y () ey <
< YllallYe = Yl + 1Y [lal1Y: = Y¢[la = O0"),

wherep =p(a) <1. N

Lemma 3. Let (&;)1ez be a sequence of i.i.d random variables and let Yy = g(- -+ ,€_1,€0,€1,- - ,€¢t),
where g(-) is a measurable function, be a random variable that is geometrically moment contracting GMC(«)
and [E [Y;| = 0, then the following holds:

b

R

a

i

§i\/b—aIE‘
2 =0

]:

G-}

2 j=0
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Proof of Lemma 3. First consider the following decomposition

b {(Yt [Yi|F 1]) + (IE ;| Fio1] — E [Yi|F 2]>

D

< — E[Y:] + E [Y{] > = L
E [Yi|Fij-1] )

ZYf Z

t=a
0t=a

A= £ 1 (i -

+ <1E [Yi|Fia] — E [Yi| Fi3 >

[Y7|Fi—j]. Therefore

E [V F—j1] >

Notice also that E [Y;|F,_j_1]| =
b 0
Y Y 22( [Ye| Fioj] —E [Yi|Fija ) <) 2( [Yi| Fij] —
t=a 2 j=0t=a 2 j=0 2
0 b ) b
=3 | & (7] - mm_ﬂ) <) z( ia] - [15] )| <
j=0 !l t=a j=0 1l t=a 2
Z al|Y; = Y72 < CVb —aZo(pJ)

where in the last inequality we used Definition 1
Lemma 4. Let Y;(u) be defined as in Lemma 1. Provided that sup,,c1oq1 [[Yo(u)|| < C < co, then

sup,croq [1Ye(u)|| < C < ocoforanyt =1 T.

Proof of Lemma 4. Using recursion Y;(u) can be written as follows
j—1 t—1 j t
+ ) o(we [ TT () + Yo(u) [TT(u)

j= i=1 i=1

Yi(u) =
i=1
Let I, := [b1,1 — by}, where by is any sequence satisfying 1 /b; — 0
E sup |X;(u)| < pA(T (1))~ 4 A(T( [ZC Elet| + sup E|Xo(u )\] < C < oo
I, j=0 u
where p < 1and A(T'(u)) denotes the largest eigenvalue of I'(u). Pick any 6 = O(T*), where a > 0.
Then by Markov’s inequality we get
P Xe(u)| > 8| < =P X)) Xl o (L
wup [X(1)| 2 i =0m)
.

from which the statement of Lemma 4 follows
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Proof of Theorem 1.

The proof is an extention of that in Kristensen (2012) by extending it to globally nonstationary
regressors. We first lay out the notation used in establishing Theorem 1 in detail, since the rest of
subsequent theory will use the same notation. It holds that

?Kh] Z (t/T — u) Zfét"’
t=1

~

0(u) —0(u) = [; i Ky, (t/T —u) Z,Z}
t=1

T 1o _ N
+ % 5" Ky, (8/T — u)ztzf] % 5" Ky, (£/T — ) ZtZtT{G(t/T) —Q(u)} = 5 () W () + 25V (),
=1 t=1

where Vr(u) = (Vro(u), Vri(u)') and similarly Wr(u) = (Wro(u), Wr1(1)')’, where for m =
0,1 it holds that

~ 1 T m
Wr (1) = 7 Y Ky (t/T —u) (/T — u)" Xelt, (25)
t=1
and
T
Vim = % Y Ky (#/T—u) (t/T - u)sztXtT{G(t/T) - Q(u)} . (26)
t=1 [1+m(d41):(d+1)+m(d+1)]

We first show that H 'Sr(u)H ' = Z(u) + 0,(1), where H = diag (Iz+1,hilz41) with Iy
being the (d + 1) x (d + 1) identity matrix. We first write X7 () matrix as follows:

Er(u) = FT'O(”) Z”(“)] ,

ZT,l (u) ZT,Z (u)

where

1 T
(1) = = Y Ky (¢/T—u) (/T —u)" XX, for m=0,12.
t=1

Using Riemann sum approximation of an integral and the fact that Q; 7 = E [X;X[]| = Q(t/T) +
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0(1), the following holds:

1 & t/T —u\"
W™ (21 (1)) = fZ]E [xtxZKhl (t/T—u)< /h1 ”) ] =
t=1

1 a t/T—M " t/T—u m
?; (t/T —u) < I > IE[XtXT}— ZKh1 t/T—u)< I ) Q(t/T)+0o(1) =

/ymK Q(u +yhi)dy +o(1) = A, Q(u) + o(1).

Therefore it holds that
W " (u) = AnQu){140,(1)}, and H 'Sr(u)H ' =Z(u){l1+0,(1)}, (27)
It therefore holds that

H{B(u) —6(u)} = [H—lzT(u)H—l] T [WT(M) + VT(u)] () [H_1WT(u) + H-117T<u)} .

(28)
Consider first H~'Vr(u) term. In particular, taking expectation of this term, it holds that:
E[H'Vr(u)] = 13Br(u) +o(i3), where Br(u) = %ZT,erz(u)p'(u), m=0,1.
Using (27) it is also straightforward to show that
HBr () = (AZ‘;(”)> © (1) +0,), @)
To establish pointwise convergence it now remains to show the following condition:
]EHH—1\7T(u) —H'E [VT(u)] H = o(12). (30)

Showing (30) is equivalent to showing the following condition for m = 0, 1:

= o(h3).

1 T

E|l 7 Y Ky (8/T = u)(8/T =) [XXT = Q(/T)| {0(6/T) = 000) bt a1y 1) omia1)
t=1

31)

In what follows we show the proof for m = 0, as the proof for m = 1 is analogous. In order to
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proceed further we introduce some further notation. In particular, let
ar = XX —Q(t/T) and by :Khl(t/T—u){p(t/T)—p(u)},

and

t
=) a and By =) bs
s=1

Using the telescoping sum argument, the expression in (31) then can be written as follows:

T T T T T-1
Y ahy =) (Ar— Aq)by = ZA by— ) Apabr =) Ay — Z Aibt1 =
=1 =1 =1 =

t=1

= Z Apby — Z Atbip1 — Agby + Atbriq = Z A¢(by — bpy1) + Arbra.
=

where in the last but one line above we used the fact that Ag = 0. Therefore:

1 T
HT Y Ai(br — bepq)

1
+ =l Arbrial <
=1 T

1
=2 As(br = bi) + TATbTH

1 & 1
< T Y 1A besa — bel| + THATII b1 ]]-
t=1

Using Lemma 2 it is straightforward to verify that X;X/ is GMC. In addition, from our definition
of B; and a; terms above, it holds that ||Ar|| = O, (v/Thi) by Lemma 3 and ||br41]| = Op (1). It
therefore holds:

T

1 1
HT Y Ai(br — b)) + TATbTH
=1

T
< 130, (V) b bl +0, (Y1) 2

t=1

Consider now the term by, — by:

et — bl = '

Ky (4 1)/T =) {p (¢4 1)/T) = pla)) = Ko, (/T =) {p ¢/ T) ~ pla)} | =
= [s0 4 077 =0+ K6 07 =) = 4, 7 =0 | {o (1) —p<u>}—
—Kp, (t/T—u){p(t/T) —p(u)} H < H [Khl ((t+1)/T—u)—Ky, (t/T — u)} [p((t—l—l)/T) —p(u)] H—l—

.

K, (/7 =) o+ /) - 0/7)] | =0, ()
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Going back to the expression in (32) and summing only over those terms that contribute to the

sum:
1 (u+h)T 1 (u+h1)T 1
HT L A+ pAbra| <3 3 Al bl glArlbral =
t= u hl (u_hl)T
1 (T 1 VTh
-7 Z 0, (VThi) 0, <Th >+o (\/Tm):op( - 1),
u h]

which in light of Assumption on bandwidths (need also to require Th*> — ) establishes (31).
To finish the proof of Theorem 1, it now remains to show that /ThyH ! Wy (u) 4N (0, Vg(u),

where the expressions for B (1) and Vy(u) are given in the statement of the Theorem 1. Define

hfmfl/Z _
Y= K(t/T !

— " ) (H/T = u)" X,

which is a martingale difference sequence w.r.t. F; = 0(ALy, &, ALi—1, -1, -+ ). In light of As-
sumptions A1l and A2 the process AL is strongly mixing and sup, 1 E [|AL; 7|°] < oo fors > 2, see
Orbe et. al.(2005) Lemma A4 or Theorem 3.4 in Vogt (2012) for a proof of this result. To complete
the proof it therefore suffices to verify the following two conditions for Y}, m = 0, 1. In particular,

form = 0,1 as Thy — oo it holds that

(€1) £ N OPYIFi) D Volu),

T
(C2) for some small § > 0 it holds that ) E [HY[”HH‘S] — 0.
=1

Proof of (C1). To establish the proof of condition (C1) we will prove the following two condi-
tions:

(€11) £ 7] - Valu),

T
(C1-2) ¥ <IE (Y™ (Y™ | Fy_i] —IE[YF(YF)’]) 0.

t=1
We start with the proof of (C1-1).

T 2 _ 2m
Y E [V = TL () () awmeum o) -

t=1

o /1K2 (yh1u> <yh_1u)2m (1) Q(y)dy +0(1) = v2u0® () Q(u) + o(1).
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We next prove condition (C1-2):

ti (IE Y (Y [ Fia] —E Y ()] ) —
- Tlhlti [XtXtT—Q(t/T)}IQ (t/€:u> <t/71;1—u)2’"gz(t/T)+o(1)‘

To establish (C1-2) it suffices to verify the following condition:

Tli [X XT — t/T)} (t/i;u) (t/".;l—u>2maz(t/~_r)

Note that this condition is a simplified version of condition (30). The proof therefore follows ex-

=o(h?3). (33)

actly the same steps (we therefore omit the details) by setting a; = X; X! — Q(t/T) and b; =
2
K? (UZ%) (”%”) " 0?(t/T) and applying Lemma 2 and Lemma 3. This completes the proof of

condition (C1). [

Proof of (C2).

T 1 T t/T—u\ (t/T—u)om
Y E {Hthsz] = (Thy) 172 21<2+5 < i > ( i > o2+ (t/T)E [||Xt||2+5’€t|2+5} _
t=1 t=1

1
c ’
= ) [ KRy g =), m
-1

Therefore Tl H 'Wr % A (0 (0, E(u)), where

() = voo? (u) Q) (u) 0 .
0 V202 (u) Q) (u)

Combining all of the above, it then follows that

[x]

VT (H{B() — ()} ~ 1By () 5 N (0, 5(0) Bz () "),

which completes the proof of Theorem 1. W
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Proof of Theorem 2.

The proof is based on that of Fan and Yao (1998) and uses uniform convergence results developed

in Vogt (2012). We start by defining the estimated errors &
6 = AL - Z10/T) = 210/ T) + &~ 2J0(0/T) = 2] {0/ ) - 00/ T) b + o
Running the local constant nonparametric regression of @2 on rescaled time we get:

T
T X K, (8/T—u)
a.Z(u) — t=1

% ZlKhz (t/T_ u)
=

Note also that
&= ZtT{G(t/T) - §(t/T)}{e(t/T) - A(t/T)}TZt + &4 2Zf{9(t/T) - OA(t/T)}gt,
and therefore
2= Zf{e(t/T) — A(t/T)}{G(t/T) - §(t/T)}TZt + 2zf{e(t/T) - §(t/T)}§t =

= ZZ{@(t/T) — §(t/T)}{9(t/T) — (3(t/T)}TZt — 2ZZ{§(t/T) — B(t/T)}ét.
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We therefore can write:

T

, (/T —u) {Z‘% —Uz(u)} =

T R R T
=——Y Ky (t/T—u)[(ZI{@(t/T)—e(t/T)}{e(t/T)—e(t/T)} Zi+d*(t/T)e2+

- 2ZZ{§(t/T) —0(t/T) }U(t/T)st> — 0*(u)

= 7w & (t/T —u) [*(t/T) — *(u)] + Tfl(u) tilKhz (t/T—u)c*(t/T) {ef —1} +
— sz(u) tiKhz (t/T —u)ZT{0(t/T) —0(t/T)}o(t/T)es+
T
+Tf1(u)ti1 L/ T—u)Z { (t/T)—9(t/T)}{9(t/T)—§(t/T)} Z,

To make it easier to work with the above expression, we write it as follows:

2 (u) — o (u) = f(lu) (fl(u) + To(u) + Zs(u) + Zy(u) — Uz(u)A(u)>,
with ;
Flu) = 2 YK (/T — ),
t=1
~ 1 I
Il(u) = ? ZKhz (t/T — M) Uz(t/T>,
t=1
~ 1 I
Tr(u) = T Y Ky, (¢/T —u) o*(t/T){e; — 1},
t=1
;i (/T —u) ZT{B(t/ T) — 0(¢/T) Yo (t/ T)es
t=1
and

~

1{ - A
La(w) = Y Ky, (t/T—u)Z{{0(t/T) — 0(t/T)}{0(t/T) — 6(t/T)} Z.
t=1
We start by deriving some preliminary results for the expressions above:

i) By applying Theorem 4.1 in Vogt (2012) by setting d = 0 and W;r = 1 we arrive at the
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following result:

fu) = f(u)

sup
ue Ib2

= 0,(1). (34)

Moreover, (34) together with an extra condition that inf,¢ (o) f (1) > 0 implies that

sup f(u) "' = Op(1).

MEIbZ

-~

ii) By applying Theorem 4.1 in Vogt (2012) by setting d = 0 and Wit = Z; (1) — o2(u) f (u) we

arrive at the following result:

Sup
u Glbz

B -7 -8 o -] | -0 (5T

i)
sup |E [fl(u) — O'Z(M)f(u)} ’ =0 (I3).
MEIbZ

(iv) Provided Assumptions A1(v) and A3(ii), it holds that

2+45/2
} <o,

E [K (”ZZ_ ”) A2t/ TE —1)

We therefore can again apply Theorem 4.1 of Vogt (2012) to fz(u), which yields:
_ log T
=0 ( \| Th, ) '

Zs(u) = op(h3 +h3) and  Zy(u) = o, (3 + H3).

~

Iz(u)

sup
ue Ibz

(V)

Proof of (v). We start by deriving the exact expression for Ia:
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Zs(u) ZKhZ (t/T —u)ZI{8(t/T) — 0(t/T)}& =

t 1

=2 i K, (#/T —u) GZ{ 27" (t/T) []BT(t/T) ‘f’WT(t/T)}

H

1=

% Ky, (t/T —u) &2ZTH (H’lzT(t/T)H’l) T [IBT(t/T) + WT(t/T)} _
t

- 1

Ky, (t/T —u)&2ZIH™ (Z’l(t/T) +op(1)) H- [IBT (¢/T) + Wr t/T]

S =N
[\

1=

Ky, (/T —u) &ZTH 'S (/T H- [IBTWT) 4 wmm] {140,(1)} =

N
Il
—_

— (fg,l(u) +f32(u)) {1+0p(1)}

Denote {6(u)}1.(4+1) the first d + 1 elements of p(u) and by {6(%)}(442)2(a+1) the last d + 1

elements of p(u).

62



We start with Z3; (u):

. T
Ta() = 2) Kiy (/T — ) GZF S (¢/ T B (1/T) =
t=1

~

— 2 Y Ky, (/T —w) &zl [H”ZT(t/T)H*r1 H'Br(t/T) =

t=1

H

Ky, (¢/T =) GZTH™ [Z7(E/T) + 0,(1)| H'Br(t/T) =

1=

H.
Il
—_

Ky, (H/T—u) &ZIH 'S (t/T)H "Br(t/T){1 +0,(1)} =

NN N
:MH

ZKhz (t/T =) &X7 Q7 (/T2 (t/ THB(/ T) Yagasn) +

f—’H
[ — I

1 & t/T —u T~ 1 1 .
T/\nghz(t/T—”)< ) eI T a0/ TR T iz | (14 0p(D) =

2 T
= {};3 Y Ky, (/T —u) &X{ Q7 (¢/T) (hfZZT,z(f/T)> {o(t/T) a1+
t=1

2 T —u
Thjnghz (t/T — u) (t”;“ )@x?n—l(t/T) <h1‘32m(t/T>>{ﬁ(t/T>}<d+z> 2(d+1) }{H"v( )} =

2 T
= {7 X K (/T =) 2T 0/ T) (10020 T) +0p0) ) 50/ T) b+

2 T _
L YK (/7 =) (5 ) XFQ /) (A0 /T) 4 0,0 ) D sz 1 +0,(1)) =

2
fidy 22Ky (4/T = ) XA/ T oy 1+ (1)) = 0 )
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We now consider Z3(u) term:

T ~
T(u) = % Y K, (/T —u)&z{H 'S 1 (t/T)H '"Wr(t/T) =
t=1

T T
= % Y K, (#/T—u) EX{ QN t/T) Y Ky, (/T —s/T) XsCs+
t=1 s=1

2

T _ T _
t 2, ZKhz (t/T — u) (t/al ”> &XIAIQ 1 (t/T) ZKhl (t/T —s/T) (t/ThlS/T) X =

;ZZZK,” t/T—s/T)gtgs{Khz (t/T—u) X Q' (t/T)Xs+ Ky, (s/T —u) XIQ™ (s/T)Xt}—i—

s=1t=1
TzZZKhl (t/T —=s/T) <t/T /T> Ay 1GiGs x

s=1t=

HT—u )XZQ (t/T)Xs + Ky, (/T — u) (

1

s/T —

X {Khz (t/T—u)< )XSTQl(s/T)Xt} =
1

T

= = Y Y Ki, (/T =s/T) étCS{ (Khz(t/T—u)X?Q‘l(t/ﬂXs (1 + <t/€1_ u) (HT%;S/T> Agl) '

s=1t=1

s ) (o (52) (T52) ) ) -

T T 1
—mE o= 1 L eet0, (7). 69

1<t<s<T

where in the last line we performed Hoeffding’s projection decomposition of the U —statistic above.
Using Lemma A(ii) of a technical report of Hjellvik et. al. (1996) it can be shown that for any €y > 0
and e >0

P (T—l(hlhz)—l/Z{l/(l+(5 60}

Z (Pts

t<s

C(hlhz)e"
) < TIE‘

t<s

2
(hahy) =1/ (242D Z%] =0 ((h1h2))

Choosing ey < 1/(1 + 6) then results in Z3(u) = op(h3 + h3).
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Finally we address Z4(u) term:
= iKhz J(t/T —u)ZI{B(t/T) - 0(t/T)}H{B(t/T) — 6(t/T)} " Z: =
T
Ti (t/T —u) ZIZ71(t/T) [IBT(t/T)+17vT(t/T)] {]BT(t/T)—FWT(t/T)} Y (/T2 =
1 T -1 S\ 7
f; (t/T—u)Z H- (H Sr(t/T)H ) H []BT(t/T)+WT(t/T)]x

x []BT(t/T) + I/NVT(t/T)} e (H’lZT(t/T)H’l) H'Z, =

H\H

i (t/T—u)ZIH ' 1(t/T)H ! [IBT(t/T)+VVT(t/T)]x
T
[ (t/T) +WT(t/T)] 2N t/T)H 2 {1 +0,(1)} =

Ky, (t/T—u)Z[H 'S (t/T)H "Br(t/T)BL(t/T)H 'L~ (t/T)H ' Zi+

Il
—N
=l
1=

+
[

S-S

Ky, (#/T —u) ZTH 'Yt/ T)H Y B (t/ T)WE(t/T)H 'Y (t/ T)H 1 Z+

gl

_|_

Ky, (¢/T —u) ZIHYS Yt/ T)H "W (t/T)BE(t/T)H 'S (t/ T)H ' Zi+

1=

_h
Il
—_

T
- % Y Ky, (H/T —u) szlz1(t/T)H1WT(t/T)v~v$(t/T)le1(t/T)let}{1 +op(1)} =
t=1

= (Zu(w) + Zio () + Zas () + Laa(w) ) {1+ 0, (1)}
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Consider now Zy (1) term in the expression above.
T (u ZKhz (t/T—u)ZIH 2 Y (t/T)H "By (t/T)BL(t/T)H 12 (t/T)H ' Z; =
ph T
= Tlr Z 2 (/T =) XF QT (/T *Zrp (8 T){H(E/ T) by E12(8/ T/ TV H (a0 Q7 (E/ T)X

h4 t/T—u 2 T~—1 -3 .
ZTAZ ZKhZ (t/T —u) <hl> X; Q7 (t/T)hy "2 (t/ T/ T) }av2)20a+1) X

2 t=1
X B 25 (8 TP/ T) M iy 2y Q@ (H/ T)Xe =
h4)\2
{ 2T2 Y Kio (t/T — u) X{{p(t/ T) brasn) {0(t/ T) }. (d41) X+
t=1
h4/\2 t/T — .
- LY Ky, (/T — >( A ) XFG(/T) syt (/) g (dﬂ)xt}mop(m — o, (1),
2 t=1

We now consider 7y, (1) and Zy3(u) terms:

Zao(u) + Zaa(u ZKhz (t/T—u)ZTH'2 7Y (t/T)H 'Br(t/T)WE(t/TYH 'S~ (¢t/T)H 2, =

/\2h

= T21 Z Z Ky (t/T —s/T) {Khz (t/T — u) X{{p1.a+1) (t/ T)IXTEQ T (E/T) X4+

s=1t=1

Ky (5/T — u)XT {mW)(s/T)}xtan1<s/T>xs}+

A3 L L t/T—s/T HT—u\> o1, -
s L LK (/7 /) (P ) (K (7 =) (P52 ) X o (/TP (/X
s=1t=1

s/T—u
h

2
+ K, (/T —u) < ) XsT{ﬁlz(d+1)(S/T>}Xt€t0_l(S/T)xs} =

=

2 T
==Y Y Kn(t/T—s/T) {Kh2 (t/T —u) Xf{p'l:(dﬂ)(t/T)}XsT{,‘sO_l(t/T)Xm(t,s,u)+

s=1t=1

) , w2 I
K 61T = 0 XT (a1 (/TGO 6/ TX 50} = 7133 e =

2h3
-y q>ts+o,,< ). o

1<t<s<T

where

7t 5,10) = Mg+ AsAs? <S/Th—1t/T> <t/1;ll—u>, 7 (t,5,u) = Ay + Azhy <S/Th—1t/T> <s/71;1—u>‘
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Finally we consider Zy4(u) term:
Zas(u Z Ky, (¢/T —u)ZIHYS Yt/ T)H "Wr (t/T)WE(t/T)H 'Yt/ T)H 124 =

T3ZKh2 (t/T —u)XIQ71(t/T) [Z Y Ky, (#/T—s/T)Ky, (t/T—7/T)X xfgsgr] QY (t/T)X+

s=1r=1

t/T — _

T T _ _
x [ZZKM (t/T—s/T)Ky, (t/T—r/T) (t/T S/T> (t/Thlr/T> xsxfgsgr]nl(t/nxt:

s=1r=1 hl

1 T T T
IﬁZZZ i (/T =t/ T) Ky, (r/T = £/T) tr (XX ) &8
s=1r=1t=1

X [Kh2 (t/T —u)y(t,s,r,u)X{ Q2(t/T)X; + Ky, (/T —u) ' (t,5,7, u)XSTQ_Z(s/T)XS} =

T T T 1
222%:@ Y. e+ 0Oy <T2h2>, (37)

1<t<s<r<T

where we write Q72(-) = Q~1(-)Q~!(-) and

y(bsru) =14 A52 (t/T—s/T) (t/T—r/T) (t/T—
rertr ) 2

hy hy

and

hy hy

,9,71, = _|_
f

Combining (36)-(37) and using the same arguments as in (35), it is follows that Z4 (1) = 0, (h3 + h3),

which completes the proof of (v). ‘B

Proofs of Theorems 3-6.

In what follows we show the proof of Theorem 6 for the extended statistics S} since the basic
statistics St (without an extra weighting ¢(u)) is nested in S} and can be obtained by setting
¢$(u) = 1for all u € [0,1]. Proofs of Theorems 3 and 4 can be obtained as a special case of the
proof of Theorem 6, i.e. by setting the function A to zero in the proofs. Proof of Theorem 5 is

straightforward provided the proof of Theorems 3 and therefore is omitted. We start by rewriting
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the test statistics S}, normalised by its rate as follows:

1
\/TS/ = du = \F VT + BT( )] du,
Sy ey

a\s

where & = f ¢?(u)du and Vr(u) is given by the following expression:

(1) Wro (1)
O ()X (u)

7

= X @)
VG (1) /XT (u)
and -
¢(u)X{ (u)Z7 ( )VTO(u)
VT (1) /XT ()0 ()X ()

where the quantities Wrg, Vg and Zr,,, (1) for m = 0,1 are given by the following expressions:

Br(u) =

+cr A (u) +CT{ A(t/T) - A(“)}f

1 & - 1 &
Srn() = 3 3 Ky (8/T =) (t/T = )" X X[, Vro(u) = 5 YKy (/T =) XX {p(t/T) = plue)}
t=1 t=1

Wr,o(u ZKhl (t/T —u) Xy,

where again recall that for brevity we write X; to abbreviate X; r. Proof of Theorem 6 follows from

the following three lemmas.

Lemma 1. Denote by 6;(u) the following expression:

~

51(u) = )/ XT () ()X, (u).

Then under the assumptions (A1)-(A3) , for u € I, := [b1,1 — by] where by is any sequence satisfying
hy1/b1 — 0, the following holds:
sup |0:(u) — & (u)| L 0. (38)

uEIbl
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Lemma 2. Under the assumptions (A1)-(A3), it holds that

1
\/T/VT(u)du N (0,1).

0

Lemma 3. Under the assumptions (A1)-(A3), it holds that
1 1
\/T/BT( /A )+ B3v/TBr + 0p(1),
0 0

where

B / (X Wpw)
Ve ¢xT )01 (1), (1)

Proof of Lemma 1.

Before proving condition (38) in Lemma 1 we first establish the following intermediate result:

sup [|Q(u) — Qu)| 0. (39)

uelbl

To establish (39) it is sufficient to establish it for L;-norm. Denote by Q,, (1) and by Q,,(u) the
(r, p)th elements of (1) and Q(u) respectively. Then

d+1d+1 d+1d+1
sup HQ< ) ( Hl = sup Z Z ‘ rp < Z Z sup ‘Qrp rp( )| =
MEI[,I llEIbl r= 1p r= 1p 1u€1b1
d+1d+1
= Z Z sup ZK;Z] (t/T —u) Xp Xpr — Qypp(u)|.  (40)
r=1 p=1u€ly t

In what follows we show that the following condition holds:

T
E % Y Ky, (/T —u) [xrtxpt - Qrp(u)] ‘ = o(13). (41)
t=1

To establish (41) we again apply our telescoping sum argument as in (30) in the proof of Theorem
1. The proof follows by setting a; = X1 Xp; — Qyp(u) and by = Kj, (t/T — u) and using Lemma 2

and Lemma 3. We omit the details since the steps are virtually identical. Once (41) is established
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by Markov’s inequality it immediately follows that:

1 T
f Z Kh1 (t/T — M) Xrtxpt — Qyp(u)
t=1

Sup
uelbl

=0p(1),

This in turn implies that sup,, . 1Q(u) — Q(u)]]1 = 0,(1) and therefore (39) follows.
1

sup 0171 (0) — 07 u)] = sup |} ()~ 00) )0 <
Melhl Melbl
< sup [|Q7 ()| sup Q) — Q(u) || sup [Q7 (w)[| < 2 sup [|Q(u) — Q(u)|| = 0,(1).
uEIbl I ue]bl
We next show that

Using the above derived results in addition to Theorem 2 we then get:

sup [5,(u) — & ()| < sup

uerl ”EIbl

o(u) <\/Xf(u)ﬁ—1(u)xt(u) - \/XtT(u)Q—l(u)Xt(u)> ‘ <

+ sup

Llelbl

< sup [(u) — o(u)| sup [X] () ()X (1) |+

”EIbl uerl

(VXF 070X 0) = X X )| <

+ sup |o(u)| sup

uelbl ue[bl
< sup [¢(u) —o(u)| sup [X] ()" ()X (1) | + sup |o(u)| sup Xf(u)<ﬁl(u)—01(u)>xt(u) <
MEI;,] uEIbl uEIbl uEIbl
~ 1 ﬁil(”)
< sup [0/(u) — o (u)| sup [[X;(u) || sup | (u)]| sup aT(u) | 5P X () [+
uerl HGIbl uerl ”Elhl MGIbl

+ sup |o(u)] sup | Xe(u) || sup Q7 () — Q7" ()] sup [[Xe(u)[| = 0p(1).

MEIhl uEIbl MEIbl llEIbl

We therefore have the following result:

sup |6, (u) — ;" (u)| = sup 5t(u)2 (1) it(u) < sup 6t(u5)2_ (1) sup (E(u) <
uEIl,l llEIbl t(u) 5t u uEIbl t(u) uEIbl 51’(”)
< Csup 6 (u) — &:(u)| = 0p(1).
ub]
This establishes the proof of Lemma 1. u
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Proof of Lemma 2.
For the ease of exposition we need to introduce some further notation. First, denote by 5 (u) =

o(u) \/XtT(u)ﬁ—l (1)X;(u). In light of Theorem 2 in what follows we will substitute &(u) with &(u).

Using Lipschitz conditions on functions o () and Q)(u), we can therefore can write

1 T 1
VT [Vt =\ & [ p0XT )55 0 Pty =
0

[ 87 wpX] )07 (0 Wro(wd +0,(1) =

0

1 T
- T<I>s;

A
I 0/ (610 =672/ ) (000 = p(s/T) ) (Xe) =X (/) )
(o

x Q7Y —Q_l(s/T)>I<h1 (s/T—u)du}XS§S+op(1) =

I
- &d -

5 )X () 1)Ky, (5/T =) X8+ 0,(1) =

1
TP

Il
5

o
— o

5 Hs/T)p(s/T)X] (s/T)Q s/ T)Ky,, (/T — ut) du}Xs§s+

v
Il

~||

Ys/T)p(s/T)XT (s/T)Q s/ T)Xs&s + Op(h1) +0p(1) = Z ys+o p(h1) +o0,(hy),

where Ay = [ K(z)dz = 1and Y; is given by:

Y, = \/%é_l(s/T)(p(s/T)XtT (s/T)Q (s T)X.Eo.

It is then straightforward to verify that conditional on the X;, Y; defined above is a martingale
difference array with respect F;, where F; := 0 (X,, ¢, : r < s). We can therefore apply the central
limit theorem for the martingale difference arrays (e.g. Theorem 3.2 in Hall and Heyde (1980)) to

establish that Z Y; is asymptotically normal. For applying Theorem 3.2 in Hall and Heyde (1980),

one needs to Verlfy the following conditions:

T
Cl) ¥ E[V2|F 1,X] 5w,

s=1
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T
(C2) for every e > 0, itholds that ¥ E [Y2{|Y; > €|}|F._1,X¢] 2 0.
s=1

To establish (C1) and (C2) it suffices to verify Lemma B.13 in Kristensen (2012).

In particular,

conditional on {X;}, the following two conditions should be verified:

T
01 ¥ E [21x,] & v,
S=

T
(D2) for some § > 0, it holds that Y E [|Ys|*"|X] Zo.

s=1

Proof of (D1).
Consider first condition (D1). Recalling that E [X,X]] =

YE ¥ % Y 3(s/ T)3~2(s/ T)o(s/ T)X (s/ )Y
s=1 s=1
_ % i4)2(5/T)é_z(s/T)az(s/T)XtT(s/T)Q_
s=1
1
— 5 [ #0520 XT 00 @)X (1)du +0(1
0

where in the last line we used the definition of ® and é(u).

Proof of (D2).

Consider now condition (D2). For some small 6 > 0:

T
sgllE UYS|2+5}

1 Lo
— W;é (2—0—5)(S/T)¢2+5(S/T)0.2+(5(S/T)]E

(T®)

L(s/T)O

— %5/2 i]E {|5‘1(s/T)qb(s/T)a(s/T)XtT(s/T)
s=1

HXZ(S/T)Q—l(s/T)xs}sS

Q(s/T) 4 o(1) we can write:

(s/T)Q_l(s/T)Xt(s/T) +o(1) =

Ys/T)X4(s/T) +0(1) =

S/ \

1
/ Wi +0(1) = 1+ o(1),
0

Q—l(s/tr)xsssﬁﬂ -

246
<

T
LN 5 (s T) P (s T)o? (5 T) X <s/T>n—1<s/T>||2+ﬁE[Hxsu“ﬂew] -

S -
(T®)1+5/2 =

~ T3/2p1+/2

1
C —(240) (1) 2+ +0
0/5 249) (1) 2+ (1) 02 (1) | X () QL

Hu)|[20du = o(1).

Combining all of the above establishes the proof of Lemma 2. W
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Proof of Lemma 3. With the notation introduced in the proof of Lemma 1, we can write

/7 ! Lo “(u) Z Ky, (s/T —u) XsX{{p(s/T) — p(u)}
T u)du = — = du
0/ : \FO/ VO (u)\/X] (1) ()Xo () "

1
+/A du+/ A(t/T) — A(u) ydu +0,(1) =
0

1

T
071 (1) Y- Ky (5/T 1) XX {p(s/T) — p(a) +/{A(t/T) ~ A(u)}du+o,(1).

0

Taking expectation and using again the Lipschitz condition for function Q(u), we get
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s/T—u

1 1 T
ﬁ/E [Br(u)]du = /51(u)XtT(u)Q1<u) Z;Khl (s/T—u)Q(s/T)hip(u) < hl
0 0 =

1
1 _ _ T 1 5. s/T —u\?
e 0/ o X (07 () 1 Kiy (5/T =) 0 (s/7) i) (7=1) s

T - h
+/1A(u)du+0(1) =
0
= VI /15‘1(u)XT(u)Q_l(u)Q(u)p(u){/1Kh (z—u) <Z_ >dz}du+
Ve 0 t 0 1 &
1 1
+ \/jqizl O/5l(u)XtT(u)Q1(u)p(u){0/l(h1 (z—u) (Q(z) —Q(u)> (I”) dz}du+
VTR [ ) 1 2~ u\?
+ W /5 (u)X] (u)y 1(u)Q(u)p(u){/Kh] (z—u)( M ) dz}du—i—
0 0
\/Th% / -1 T -1 / z—u\’
+ 2 0/ 5 wX] (0 () { 0/ K (z =) (02) — 0w ) (311 ) e bt
1 1 1
~|—0/A(u)du+o( ):h%zgO/Azé_l(u)XtT(u)p(u)du+0/A(u)du+o(1) =

which concludes the proof of Lemma 3. W

Proof of Theorem 7.

We start by deriving Pr (ALr41 < 0) using our model (12):

T+1
< T >€T+1 < 0!]:T> =

=Prlernn < — 1 — |-
< o ()

T+1
Pr(ALry1 < 0|Fr) = Pr (X%HP (;) +o
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Recall that we stipulated that p(t/T) = p(1) for any t > T and similarly o(¢t/T) = o(1) for any

t > T. We therefore are looking to estimate

—XT, 0 (B -XT, p(1

o () o (1)
w(1) — X7l 4 T .
where €*(1) := o) Now, conditional on the sample {AL} 4
Pr(ALry <0)=F (& lZT:]l _XTJrilp() (42)
T+1 T = 0_ (1) ’
where € (1) := 7X§(+11)ﬁ @, Taking expectation of the above and using a first-order Taylor expansion
it holds that:
~ 1 &
E [F( (1))] - - LE|E [11 <At <#(1) ?)} —E|E []1 (a <#(1) ?)] =
t=1

Using a first-order Taylor expansion of € around ¢*, it holds that:

XTI 5 _xT ~ . B
(1) = X%f(l) _ X(T,HS)() Xt [p;(i) Py pMEM) —c()] _
X1

(1 —o()]

) " (1) '

)

—e(1) -

) ~—
|
i)
—~
—_
S~—
~=
+
—_
=)
—~
~—
—~
—_
~—

and therefore

E (1)~ (1) = gy X (D] A1) (1) + s (1) | = Ba(1).

x5
Given that 1 (Et < Xg(*ll)p 0 ) is a Bernulli random variable, it therefore follows that

1 ~XF,.8 (1)
=15 (o= 7Y

t

>
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has a binomial distribution which as T — oo becomes a normal distribution with the mean and

variance given by

var (VTE (1)) = E |TF @ (1))*| - (TE |F (@ (1))] )2 _

Therefore, it holds that

VT [B@(1) = F(e* (1)) = Bs(1)] N(o,P (e(1)) (1= F(*(1)) )), (43)
where N
Ba(1) = [ X 0 A1) + o) |,
which completes the proof. [ |

Proof of Theorem 8.

The proof of the Theorem 8 closely follows original proof of Theorems 3-6 with the bootstrapped
quantities, denoted by . In particular, E*(-), var* (-) and P* (-) := P* (-|[{AL,1,X;1}]_;) are used
to denote the expectation, variance and the distribution respectively conditional on the sample

{AL;T, Xt,T}thl- We start by making use of the following notation:
VTS: = \F/cp du—f/VT )+ B (u)] du

where & = f ¢?(u)du and with the notation from (??) we can write

VThip(u)X] () Z (1) Wi o (1)
\/50-* \/Voxt M)T ( )Xl‘( ),

Vi(u) = (44)

and
VT (02X (1)) (1) (V%,o<u> +R;<u>)

\/@?*(u)\/yoxt(u)TQq(u)Xt(u) + op(h%), (45)
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where we used Theorem 2 to substitute o* (1) with c* (1) and where the following notation is used:

T
Sr(u) = % S Ky, (/T — ) (8/T — )" XoXT,
t=1

. 1.
Wio() = = 3 Kiy (£/T =) X8,
t=1

and

~ 1 I
Viea(w) = 3 1K (/T =) XX {(1/T) = st}

t=

_ 1 I o2(t)T
Ri(u) = == " Ky, (t/T—u)XtMTKU t/T)
=1

VV(/T)

In what follows we need to show that under the conditions of Theorem 8, the following holds:

1
\/T/Vf(u)du 1y N(0,1), (B1)
0

conditional on the sample {AL; 1, X; 7} with probability tending to one, and

1
VT / Bi(u)du = I2V/TBr + 0,(1). (B2)

0

For the proofs of (B1) and (B2) we will be using the following notation from the proof of Lemma 1:
denote by 6* (1) = o* (1) /voX; () Q1 (u)X; (1) and

1
1
Vi = e [ X )z Ak, (/T )Xo, (46)
0

where ¢} = am are the bootstrapped residuals. Note that since 7; are i.i.d. it then follows that ¢}
have the same mixing properties as the original residuals §; (see Theorem 5.2 in Bradley (2005)). It
is than straightforward to establish that Y;7 is also a martingale difference sequence and by using
uniform convergence results in Theorem 2, in what follows we can establish that conditional on

the sample with probability one it holds that

1 1
ﬁ/B;(u)du _ ﬁ/BT(u)du+op(l), (B3)
0 0
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and

1
P* (ﬁ/ Vi (u)du < x> P @ (x), (B4)
0
where ®(x) is the standard Gaussian distribution. Therefore,
P* (VT (s —Br) <x) & o(x),

which then completes the proof of Theorem 8. W

Below we prove (B3) and (B4). However, before proving (B3) and (B4), we first consider o* (). We

can write

R T
W) = == = (”)_1%21% (t/T—u) () =
% )y Khz (t/T - u) t=1
t=1
= f(u) ZKhz (t/T — u) (Aﬁ* XTg* (t/T)) _

T T
:ﬂu)*%ZKhz(t/T—u) (XFa(E/T) + & = XEF(/T)) = Flo) ™ 2 7 Ky (4T — ) (6)%+
t=1
R0 TR Y K (/T = ) XT (3(/T) = 5 (0/T)) (/) — (/) Xt
t=1

+2f(u ZKhz (/T —u) &y (p(¢/T) —p™(t/T)).

Using results (i)-(vi) in the proof of Theorem 2, and the definition of p*(¢/T), it is then straightfor-

—0, ( logT | h%) ) (47)

ward to establish that

o (u) — o (u)

sup
MGIhZ

Thy

where I}, is defined in the statement of Theorem 2. We now prove (B3) and (B4). Using the result

in (47) we substitute 0* (1) with ¢* (1) in the expressions of (44), (45) and (46).
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Proof of B3.

We first decompose the expression for the integrated bias part:

/T ; L R e)XT (w)Zgp(u )ZKhl (s/T —u) XsXI pg(u)
TO/BT(M)dM = \/ﬁo/ ) \/XT ) du+
E /4>< WXTWE() & Ky (6/T — ) XX {pyl/T) - >}du_
VT ) &+ () XT (1) Q1 (1) (1)

1 /4>( w)X{ () Zgp(u )ZKhl (/T — u) XsMr6*(s/T) /md
VTo 0 xo* (1) \/XT ()OO~ ()X ()

(W)XT (W)Z7} () T Ky (5/T — )Xot

s=1 du =T, + T, + T3+ T4.
\/ﬁ/ a*(u)\/xz(u)ﬂ_l (u)Xt(u)

In light of Lemma 1 in what follows we will substitute (1) with Q(u). In addition, using the same

arguments as in the proofs of Theorem 2 it is straightforward to establish that sup |0* (1) — 0 (u)| =
MEI},Z

0p(1). We next consider T; term:
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Lp(u)X{ () (u )Z Kiy (s/T — 1) XX g (1)
B \/ﬁ \/XT

du+o,(1) =

Lp(u)X{ () (u) 2 Ky (s/T —u) B [XeX{ ] g ()

N VT 0 \/XT du+op(1) N

) /w(u)xﬂu)o ) X K, (5/T = ) Q(s/T)fi ()
VT2 () /XT ()0 ()X ()

du+o,(1) =

L pX] w0 ] Oth (v = 1) Q(5)y o)
! o JXT ) ()X ()

du+o,(1) =

)

du +0(h1) +0,(1), (48)

S g

where in the third inequality we used the fact that sup,, |, [XeXI —E [XsXI] || = 0p(1). Consider
1

now T, term:

* ) 1 ()b(u)XtT(u)Q1(”)5}1 Ky, (s/T —u) xsXsT{ﬁg(s/T) _ﬁg(”)}
E* [T>] = / ~
JT® 5 u)\/xtT(u)Qfl(u)Xt(u)

du+o0,(1) =

1 o(u)X] (u)O~(u) é Ky, (s/T—u)E [XSXST] {ﬁg(s/T) — ﬁg(u)}
7 (u)/XT ()0 ()Xo ()
1 p()XT () (1) ¥ Ky (/T — u) O <s/T>{ o(5/T) — Pl >}

1 s=1
- du 1) =
VTP ?T(u)\/XtT(u)Q—l(u)Xt(u) o)
e 190X 0 () (thl (v—u) o<y>{ﬁg<u> (y—u) + 3, () (y — u)Z}dy)
— du+o0,(1) =
“50/ o (u)/XT ()0 ()X () ot

VT [ MR ()

7 () /X ()01 ()X (1)
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Consider now T3 term.

L FeX{ () (u )Z Ky (s/T —u) XsMr&?(s/T)//V(s/T)

E* T3] = — du-+o,(1) =
T3 VT® | k@ (10)y/XF ()0 ()X (1) +opll)
. 1 p(u)X] (u)Q~(u) i Ky, (s/T —u)E [Xs] M70%(s/T)/\/V(s/T)
= — / =1 du+o0,(1) =
\/ﬁo K6 ( \/XT YO ()X (1)

(u)

g .

du+O(hy) +0,(1). (50)

Now consider the last term Ty:

L X0 W) E Ky (/T - 0) X
TF\/ﬁo/ ) XF ()0 ()X (1) et
(XF ()0 (1) ékhl (5/T = ) XL
\/ﬁ/ \/XT Q ) du +OP(1) =
LX) £ K, <s/T—u>x{ L (pls/T) = p5/T) + ) b
= = du+o0,(1) =
\/ﬁo o(u) \/XtT (1)1 ()X (1) ot
XTI ()0 (w) X Ky (/T — ) Xslors
= du + 0, (1),
VT 0 () XT (1) ()X (1)

where in the last equality we used the fact that uniformly in u it holds that p(u) — p(u) = O, (\/log Th1/Thy + h3)
Combining the derivations in (48)-(50) establishes the proof of (B3). M

Proof of B4.

Denote by {; := 1, it then holds that

& =G = (AL — i) e = (e + Gt — i) e =
= &+ XT (B(/T) = p(t/T))ge = e +XT (p(t/T) = p(t/T)) s
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First recall that p(u) — p(u) = O, < k}%f + h%) ,and

1
1
R 0/ 0 () ()X (1) Zg g () Ky (/T — 1) Xirdu,

where {; := ¢i17;. Note also, that provided the definition of 7;, the mixing properties of X;¢; are
preserved when multiplied by #;, see Theorem 5.2 of Bradley (2005). Therefore to establish (B4)
we need to verify conditions (C1) and (C2) in the proof of Theorems 3-6. Since the proof follows

exactly the same steps as in the proof of Theorems 3-6, it is omitted. W

Appendix C.

This Appendix presents more results from the application section. In particular, we report results

for two more forecast horizons: k = 6 months and k = 12 months.
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